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Sensor network scenarios

Types of sources and sinks:

% It has introduced several typical interaction patterns found in WSNs — event
detection, periodic measurements, function approximation and edge
detection, or tracking.

% The definition of “sources” and “sinks”. A source is any entity in the network
that can provide information,

% A sink, on the other hand, is the entity where information is required. There
are essentially three options for a sink:

% it could belong to the sensor network as such and be just another
sensor/actuator node or it could be an entity outside this network.



Sensor network scenarios

Types of sources and sinks:

% second case, the sink could be an actual device, for example, a handheld or
PDA used to interact with the sensor network;

% it could also be merely a gateway to another larger network such as the
Internet.

% where the actual request for the information comes from some node “far
away” and only indirectly connected to such a sensor network.

% whether sources or sinks move, but what they do with the information is not a

primary concern of the networking architecture.
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Different sink types: (a) a node belonging to the network, (b) an entity outside the
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Sensor network scenarios

The basics of radio communication and the inherent power limitation of radio
communication follows a limitation on the feasible distance between a sender
and a receiver.

Because of limited distance, the simple, direct communication between
source and sink is not always possible, specifically in WSNs, which are
intended to cover a lot of ground (e.g. in environmental or agriculture
applications) or that operate in difficult radio environments with strong
attenuation (e.g. in buildings).

To overcome such limited distances, an obvious way out is to use relay
stations, with the data packets taking multi hops from the source to the sink.



Sensor network scenarios

2.Multihop networks




Sensor network scenarios

This concept of multihop networks is particularly attractive for WSNs as the
sensor nodes themselves can act as such relay nodes, foregoing the need
for additional equipment,depending on the particular application,

The likelihood of having an intermediate sensor node at the right place can
actually be quite high — for example, when a given area has to be uniformly
equipped with sensor nodes anyway.

but nevertheless, there is not always a guarantee that such multihop routes
from source to sink exist, nor that such a route is particularly short.



Sensor network scenarios

While multihopping is an evident and working solution to overcome problems
with large distances or obstacles, it has also been claimed to improve the

energy efficiency of communication.

>
The intuition behind this claim is that, as attenuation of radio signals is at least
quadratic in most environments (and usually larger), it consumes less energy

to use relays instead of direct communication.



Sensor network scenarios

In many cases, there are multiple sources and/or multiple sinks present.

In the most challenging case, multiple sources should send information to
multiple sinks, where either all or some of the information has to reach all or
some of the sinks.

The all participants were stationary. But one of the main virtues of wireless
communication is its ability to support mobile participants. In wireless sensor

networks, mobility can appear in three main forms:
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Sensor network scenarios

The wireless sensor nodes themselves can be mobile. The meaning of such
mobility is highly application dependent. In examples like environmental
control, node mobility should not happen; in livestock surveillance (sensor
nodes attached to cattle, for example),

it is the common rule,In the face of node mobility, the network has to
reorganize itself frequently enough to be able to function correcily.

It is clear that there are trade-offs between the frequency and speed of node
movement on the one hand and the energy required to maintain a desired
level of functionality in the network on the other hand.
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Sensor network scenarios

The information sinks can be mobile While this can be a special case of node
mobility, the important aspect is the mobility of an information sink that is not
part of the sensor network, for example, a human user requested information
via a PDA while walking in an intelligent building.

In a simple case, such a requester can interact with the WSN at one point and
complete its interactions before moving on.

In many cases, consecutive interactions can be treated as separate, unrelated
requests. Whether the requester is allowed interactions with any node or only
with specific nodes is a design choice for the appropriate protocol layers.



Sensor network scenarios

A mobile requester is particularly interesting, however, if the requested data is
not locally available but must be retrieved from some remote part of the
network.

Hence, while the requester would likely communicate only with nodes in its
vicinity, it might have moved to some other place.

The network, possibly with the assistance of the mobile requester, must make
provisions that the requested data actually follows and reaches the requester
despite its movements
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Sensor network scenarios

In applications like event detection and in particular in tracking applications,
the cause of the events or the objects to be tracked can be mobile.

In such scenarios, it is (usually) important that the observed event is covered
by a sufficient number of sensors at all time.

Hence, sensors will wake up around the object, engaged in higher activity to
observe the present object, and then go back to sleep. As the event source

moves through the network,
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Sensor network scenarios

it is accompanied by an area of activity within the network — this has been
called the frisbee model, (which also describes algorithms for handling the
“‘wakeup wavefront”).

This notion is described by where the task is to detect a moving elephant and
to observe it as it moves around.

Nodes that do not actively detect anything are intended to switch to lower
sleep states unless they are required to convey information from the zone of
activity to some remote sink
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Different sources of mobility

@ Node mobility

> Deliberately, self-propelled or by external force;
targeted or at random

> Happens in both WSN and MIANET
e Sink mobility
> Sinks may be located outside WSN
> E.g., mobile requester
@ Event mobility

> In WSN, event that is to be observed moves around (or
extends, shrinks)
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2.Design principles for WSNs

1 Distributed organization.
2.In-network processing.

3 Adaptive fidelity and accuracy.
4 Data centricity.

5 Exploit location information.

6 Exploit activity patterns.

7/ Exploit heterogeneity.

8 Component-based protocol stacks and cross-layer optimization.



Design principles for WSNs

The WSNs nodes should cooperatively organize the network, using
distributed algorithms and protocols. Self-organization is a commonly used
term for this principle.

When organizing a network in a distributed fashion, it is necessary to be
aware of potential shortcomings of this approach. In many circumstances, a
centralized approach can produce solutions that perform better or require less

resources (in particular, energy).
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Design principles for WSNs

To combine the advantages, one possibility is to use centralized principles in
a localized fashion by dynamically electing, out of the set of equal nodes,
specific nodes that assume the responsibilities of a centralized agent, for
example, to organize medium access.

Such elections result in a hierarchy, which has to be dynamic: The election
process should be repeated continuously lest the resources of the elected
nodes be overtaxed, the elected node runs out of energy, and the robustness

disadvantages of such — even only localized — hierarchies manifest
themselves.



Design principles for WSNs

When organizing a network in a distributed fashion, the nodes in the network
are not only passing on packets or executing application programs, they are
also actively involved in taking decisions about how to operate the network.
This is a specific form of information processing that happens in the network,
but is limited to information about the network itself.

It is possible to extend this concept by also taking the concrete data that is to
be transported by the network into account in this information processing,
making in-network processing a first-rank design principle.
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Design principles for WSNs

The simplest in-network processing technique is aggregation.

Suppose a sink is interested in obtaining periodic measurements from all sensors,
but it is only relevant to check whether the average value has changed, or whether
the difference between minimum and maximum value is too big.

The name aggregation stems from the fact that in nodes intermediate between
sources and sinks, information is aggregated into a condensed form out of
information provided by nodes further away from the sink (and potentially, the

aggregator’s own readings)



Design principles for WSNs

% The aggregation function to be applied in the intermediate nodes must satisfy some
conditions for the result to be meaningful; most importantly, this function should be
composable.
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A further classification of aggregate functions distinguishes duplicate-sensitive
versus insensitive, summary versus exemplary, monotone versus nonmonotone,
and algebraic versus holistic.

)/

% Functions like average, counting, or minimum can profit a lot from aggregation;

holistic functions like the median are not amenable to aggregation at all.
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Design principles for WSNs

(Distributed source coding and distributed compression)

Aggregation condenses and sacrifices information about the measured values
in order not to have to transmit all bits of data from all sources to the sink.

Is it possible to reduce the number of transmitted bits (compared to simply
transmitting all bits) but still obtain the full information about all sensor
readings at the sink?

It is related to the coding and compression problems known from conventional
networks, where a lot of effort is invested to encode, for example, a video
sequence, to reduce the required bandwidth.



>

S

Design principles for WSNs

(Distributed source coding and distributed compression)

The problem here is slightly different, in that we are interested to encode the
information provided by several sensors, not just by a single camera;
moreover, traditional coding schemes tend to put effort into the encoding,
which might be too computationally complex for simple sensor nodes.

The fact that information is provided by multiple sensors be exploited to help
in coding? If the sensors were connected and could exchange their data, this
would be conceivable (using relatively standard compression algorithms), but
of course pointless.



Design principles for WSNs

(Distributed source coding and distributed compression)

% It is quite likely that the readings of adjacent sensors are going to be quite
similar; they are correlated. Such correlation can indeed be exploited such
that not simply the sum of the data must be transmitted but that overhead can
be saved here.

% Slepian-Wolf theorem—based work is an example of exploiting spatial
correlation that is commonly present in sensor readings, as long as the
network is sufficiently dense, compared to the derivate of the observed
function and the degree of correlation between readings at two places.
Similarly, temporal correlation can be exploited in sensor network protocols.
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Design principles for WSNs

(Distributed and collaborative signal processing)

The in-networking processing approaches discussed so far have not really
used the ability for processing in the sensor nodes, or have only used this for
trivial operations like averaging or finding the maximum.

An example for this concept is the distributed computation of a Fast Fourier
Transform (FFT) .

Depending on where the input data is located, there are different algorithms
available to compute an FFT in a distributed fashion, with different trade-offs
between local computation complexity and the need for communication. In
principle, this is similar to algorithm design for parallel computers.



Design principles for WSNs

(Distributed and collaborative signal processing)

the latency of communication but also the energy consumption of
communication and computation are relevant parameters to decide between
various algorithms.

Such distributed computations are mostly applicable to signal processing type
algorithms; typical examples are beamforming and target tracking
applications.



Design principles for WSNs

(Mobile code/Agent-based networking)

With the possibility of executing programs in the network, other programming
paradigms or computational models are feasible.

One such model is the idea of mobile code or agent-based networking. The
idea is to have a small, compact representation of program code that is small
enough to be sent from node to node.

This code is then executed locally, for example, collecting measurements and
then decides where to be sent next.



Design principles for WSNs

(Mobile code/Agent-based networking)

This idea has been used in various environments; a classic example is that of
a software agent that is sent out to collect the best possible travel itinerary by
hopping from one travel agent’s computer to another and eventually returning
to the user who has posted this inquiry.

There is a vast amount of literature available on mobile code/software
agents in general, see, for example,

A newer take on this approach is to consider biologically inspired systems, in
particular, the swarm intelligence of groups of simple entities, working

together to reach a common goal
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Design principles for WSNs

In the context of a single node, the notion of making the fidelity of computation
results contingent upon the amount of energy available for that particular
computation.

This notion can and should be extended from a single node to an entire
network .

As an example, consider a function approximation application. Clearly, when
more sensors participate in the approximation, the function is sampled at
more points and the approximation is better.

Similar examples hold for event detection and tracking applications and in
general for WSNs.
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Design principles for WSNs

The application should be able to adapt its requirements to the current status
of the network — how many nodes have already failed, how much energy
could be scavenged from the environment, what are the operational
conditions (have critical events happened recently),

The context of WSN-specific QoS metrics, the large variety of WSN
applications makes it quite challenging to come up with a uniform interface for
expressing such requirements,



Design principles for WSNs

In traditional communication networks, the focus of a communication
relationship is usually the pair of communicating peers — the sender and the
receiver of data.

In a wireless sensor network, on the other hand, the interest of an application
is not so much in the identity of a particular sensor node, it is much rather in
the actual information reported about the physical environment.

This is especially the case when a WSN is redundantly deployed such that
any given event could be reported by multiple nodes — it is of no concern to
the application precisely which of these nodes is providing data.



X/
%%®

X/
%%®

X/
%%®

Design principles for WSNs

This fact that not the identity of nodes but the data are at the center of
attention is called data-centric networking.

Data-centric networking allows very different networking architectures
compared to traditional, identity-centric networks. For one, it is the ultimate
justification for some in-network processing techniques like data fusion and
aggregation.

Data-centric addressing also enables simple expressions of communication
relationships
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Design principles for WSNs

There are several possible ways to make this abstract notion of data-centric
networks more concrete.

In peer-to-peer networking, the solution for an efficient lookup of retrieval of
data from an unknown source is usually to form an overlay network,
implementing a Distributed Hash Table (DHT).
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Design principles for WSNs

The crucial point is that this data source lookup can be performed efficiently,
requiring O(log n) steps where n is the number of nodes, even with only
distributed, localized information about where information is stored in the
peer-to-peer network.

Second, and more importantly, DHTs, coming from an I|P-networking
background, tend to ignore the distance/the hop count between two nodes
and consider nodes as adjacent only on the basis of semantic information
about their stored keys.



Design principles for WSNs

Publish/Subscribe

The required separation in both time and identity of a sink node asking for
information and the act of providing this information is not well matched with
the synchronous characteristics of a request/reply protocol.

Any node interested in a given kind of data can subscribe to it, and any node
can publish data, along with information about its kind as well. Upon a
publication, all subscribers to this kind of data are notified of the new data.
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Design principles for WSNs

Publish/Subscribe

Implementing this abstract concept of publishing and subscribing to
information can be done in various ways.

One possibility is to use a central entity where subscriptions and publications
are matched to each other, but this is evidently inappropriate for WSNs. A

distributed solution is preferable but considerably more complicated.



Design principles for WSNs

Databases.

This view matches very well with the idea of using a data-centric organization
of the networking protocols.

Being interested in certain aspects of the physical environment that is
surveyed by a WSN is equivalent to formulating queries for a database.

To cast the sensor networks into the framework of relational databases, it is
useful to regard the sensors as a virtual table to which relational operators can
be applied.

In SQL-based querying of a WSN can be extended to an easy-to-grasp
interface to wireless sensor networks, being capable of expressing most
salient interaction patterns with a WSN.



Design principles for WSNs

Another useful technique is to exploit location information in the
communication protocols whenever such information is present.

Since the location of an event is a crucial information for many applications,
there have to be mechanisms that determine the location of sensor nodes.

it can simplify the design and operation of communication protocols and can

improve their energy efficiency considerably.



Design principles for WSNs

Activity patterns in a wireless sensor network tend to be quite different from traditional
networks.

While it is true that the data rate averaged over a long time can be very small when
there is only very rarely an event to report, this can change dramatically when
something does happen.

Once an event has happened, it can be detected by a larger number of sensors,
breaking into a frenzy of activity, causing a well-known event shower effect.

Hence, the protocol design should be able to handle such bursts of traffic by being
able to switch between modes of quiescence and of high activity.



Design principles for WSNs

The exploitation of activity patterns is the exploitation of heterogeneity in the
network. Sensor nodes can be heterogenous by constructions, that is, some
nodes have larger batteries, farther-reaching communication devices, or more
processing power.

They can also be heterogenous by evolution, that is, all nodes started from an
equal state, but because some nodes had to perform more tasks during the
operation of the network, they have depleted their energy resources or other
nodes had better opportunities to scavenge energy from the environment (e.g.
nodes in shade are at a disadvantage when solar cells are used).



Design principles for WSNs

Whether by construction or by evolution, heterogeneity in the network is both
a burden and an opportunity.

The opportunity is in an asymmetric assignment of tasks, giving nodes with
more resources or more capabilities the more demanding tasks.

For example, nodes with more memory or faster processors can be better
suited for aggregation, nodes with more energy reserves for hierarchical

coordination,



Design principles for WSNs

All wireless sensor networks will require some — even if only simple — form of
physical, MAC and link layer2 protocols;

there will be wireless sensor networks that require routing and transport layer
functionalities. Moreover, “helper modules” like time synchronization, topology
control, or localization can be useful.

On top of these “basic” components, more abstract functionalities can then be
built. As a consequence, the set of components that is active on a sensor

node can be complex, and will change from application to application



Design principles for WSNs

Protocol components will also interact with each other in essentially two
different ways.

One is the simple exchange of data packets as they are passed from one
component to another as it is processed by different protocols. The other
interaction type is the exchange of cross-layer information.

This possibility for cross-layer information exchange holds great promise for

protocol optimization, but is also not without danger.






3.Physical layer and transcelver design considerations In WSNs

The most crucial points influencing PHY design in wireless sensor networks are:
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Low power consumption.

As one consequence: small transmit power and thus a small transmission
range.

As a further consequence: low duty cycle. Most hardware should be
switched off or operated in a low-power standby mode most of the time.
Comparably low data rates, on the order of tens to hundreds kilobits per
second, required.

Low implementation complexity and costs.

Low degree of mobility.

A small form factor for the overall node.



3.Physical layer and transcelver design considerations In WSNs

The most crucial points influencing PHY design in wireless sensor networks

are.

% In general, in sensor networks, the challenge is to find modulation
schemes and transceiver architectures that are simple, low-cost but still

robust enough to provide the desired service.



3.Physical layer and transcelver design considerations In WSNs

1 Energy usage profile
2 Choice of modulation scheme
3 Dynamic modulation scaling

4 Antenna considerations
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1 Energy usage profile.
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The choice of a small transmit power leads to an energy consumption
profile different from other wireless devices like cell phones.

The radiated energy is small, typically on the order of 0 dBm
(corresponding to 1 mW). On the other hand, the overall transceiver (RF
front end and baseband part) consumes much more energy than is
actually radiated.

Estimate that a transceiver working at frequencies beyond 1 GHz takes
10 to 100 mW of power to radiate 1 mW.



3.Physical layer and transcelver design considerations In WSNs

1 Energy usage profile.

similar numbers are given for 2.4-GHz CMOS transceivers: : For a radiated
power of 0 dBm, the transmitter uses actually 32 m\W, whereas the receiver
uses even more, 38 mW. For the Mica motes, 21 mW are consumed in
transmit mode and 15 mW in receive mode.

These numbers coincide well with the observation that many practical
transmitter designs have efficiencies below 10 % at low radiated power.
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1 Energy usage profile.
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A second key observation is that for small transmit powers the transmit and
receive modes consume more or less the same power; it is even possible that
reception requires more power than transmission depending on the
transceiver architecture, the idle mode’s power consumption can be less or in
the same range as the receive power.

To reduce average power consumption in a low-traffic wireless sensor
network, keeping the transceiver in idle mode all the time would consume
significant amounts of energy.
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1 Energy usage profile.
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Therefore, it is important to put the transceiver into sleep state instead
of just idling. It is also important to explicitly include the received power
into energy dissipation models, since the traditional assumption that
receive energy is negligible is no longer true.

There is the problem of the startup energy/startup time, which a
transceiver has to spend upon waking up from sleep mode,



3.Physical layer and transcelver design considerations In WSNs

1 Energy usage profile.

% A third key observation is the relative costs of communications versus
computation in a sensor node. Clearly, a comparison of these costs
depends for the communication part on the BER requirements, range,
transceiver type, and so forth, and for the computation part on the
processor type, the instruction mix, and so on.
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A crucial point is the choice of modulation scheme. Several factors have to
be balanced here: the required and desirable data rate and symbol rate, the
implementation complexity, the relationship between radiated power and
target BER, and the expected channel characteristics.

To maximize the time a transceiver can spend in sleep mode, the transmit
times should be minimized. The higher the data rate offered by a
transceiver/modulation, the smaller the time needed to transmit a given

amount of data and, consequently, the smaller the energy consumption.
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A second important observation is that the power consumption of a
modulation scheme depends much more on the symbol rate than on the
data rate.

For example, power consumption measurements of an IEEE 802.11b
Wireless Local Area Network (WLAN) card showed that the power
consumption depends on the modulation scheme, with the faster

Complementary Code Keying (CCK) modes consuming more energy
than DBPSK and DQPSK



3.Physical layer and transcelver design considerations In WSNs

m-ary modulation requires more complex digital and analog circuitry than
2-ary modulation, for example, to parallelize user bits into m-ary symbols.
Many m-ary modulation schemes require for increasing m an increased Eb/NO
ratio and consequently an increased radiated power to achieve the same
target BER; others become less and less bandwidth efficient.

However, in wireless sensor network applications with only low to moderate
bandwidth requirements, a loss in bandwidth efficiency can be more tolerable
than an increased radiated power to compensate Eb/NO losses.
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It is expected that in many wireless sensor network applications most
packets will be short, on the order of tens to hundreds of bits. For such
packets, the startup time easily dominates overall energy consumption,
rendering any efforts in reducing the transmission time by choosing m-ary
modulation schemes irrelevant.

The optimal decision would have to properly balance the modulation
scheme and other measures to increase transmission robustness, since

these also have energy costs:



3.Physical layer and transcelver design considerations In WSNs

% With retransmissions, entire packets have to be transmitted again.

% With FEC coding, more bits have to be sent and there is additional
energy consumption for coding and decoding. While coding energy can
be neglected, and the receiver needs significant energy for the decoding

process.

O

% This is especially cumbersome if the receiver is a power-constrained

node.



3.Physical layer and transcelver design considerations In WSNs

% The cost of increasing the radiated power depends on the efficiency of
the power amplifier, but the radiated power is often small compared to
the overall power dissipated by the transceiver, and additionally this

drives the PA into a more efficient regime.
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Specifically, the energy-per-bit consumption (defined as the overall
energy consumption for transmitting a packet of n bits divided by n) of
different m-ary QAM modulation schemes has been investigated for
different packet sizes, taking startup energy and the energy costs of
power amplifiers as well as PHY and MAC packet overheads explicitly

into account.
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Even if it is possible to determine the optimal scheme for a given
combination of BER target, range, packet sizes and so forth, such an
optimum is only valid for short time;

as soon as one of the constraints changes, the optimum can change,
too. In addition, other constraints like delay or the desire to achieve high

throughput can dictate to choose higher modulation schemes.
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Therefore, it is interesting to consider methods to adapt the modulation
scheme to the current situation. Such an approach, called dynamic
modulation scaling,

In particular, for the case of m-ary QAM and a target BER of 10-5, a
model has been developed that uses the symbol rate B and the number
of levels per symbol m as parameters.



3.Physical layer and transcelver design considerations In WSNs

% This model expresses the energy required per bit and also the achieved
delay per bit (the inverse of the data rate), taking into account that
higher modulation levels need higher radiated energy.

% The energy per bit depends much more on m than on B. In fact, for the
particular parameters chosen, it is shown that both energy per bit and
delay per bit are minimized for the maximum symbol rate.
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The modulation scaling, a packet is equipped with a delay constraint, from
which directly a minimal required data rate can be derived.

Since the symbol rate is kept fixed, the approach is to choose the smallest
m that satisfies the required data rate and which thus minimizes the

required energy per bit. Such delay constraints can be assigned either
explicitly or implicitly.
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% When there are no packets present, a small value for m can be used,
having low energy consumption. As backlog increases, m is increased
as well to reduce the backlog quickly and switch back to lower values of
m. This modulation scaling approach has some similarities to the

concept of dynamic voltage scaling.
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In small form factor of the overall sensor nodes restricts the size and the
number of antennas. As explained above, if the antenna is much smaller
than the carrier’s wavelength,

it is hard to achieve good antenna efficiency, that is, with ill-sized
antennas one must spend more transmit energy to obtain the same

radiated energy.
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Secondly, with small sensor node cases, it will be hard to place two
antennas with suitable distance to achieve receive diversity.

The antennas should be spaced apart at least 40-50 % of the
wavelength used to achieve good effects from diversity. For 2.4 GHz,
this corresponds to a spacing of between 5 and 6 cm between the

antennas, which is hard to achieve with smaller cases.
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The radio waves emitted from an antenna close to the ground — typical
in some applications — are faced with higher path-loss coefficients than
the common value a = 2 for free-space communication.

Typical attenuation values in such environments, which are also

normally characterized by obstacles.
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Depending on the application, antennas must not protrude from the
casing of a node, to avoid possible damage to it. These restrictions, in
general, limit the achievable quality and characteristics of an antenna
for wireless sensor nodes.

Nodes randomly scattered on the ground, for example, deployed from
an aircraft, will land in random orientations, with the antennas facing the

ground or being otherwise obstructed.
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This can lead to non isotropic propagation of the radio wave, with
considerable differences in the strength of the emitted signal in different
directions.

This effect can also be caused by the design of an antenna, which often
results in considerable differences in the spatial propagation

characteristics (so-called lobes of an antenna)
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consider coding and modulation from an information-theoretic
perspective for different channel models, including the AWGN, flat
fading channels and block fading channels.

One particularly interesting result is that the capacity of a Rayleigh
fading channel with power control can be higher than the capacity of an

AWGN channel with the same average radiated power



3.Physical layer and transcelver design considerations In WSNs

DSSS in WSN Some efforts toward the construction of DSSS transceivers
for wireless sensor networks with their space and power constraints,and
low-power spread-spectrum transceivers for IEEE 802.11.

Energy efficiency in GSM: Reducing energy consumption is an issue not
only in wireless sensor networks but also in other types of systems, for
example, cellular systems. For the interested: advanced signal processing

algorithms for reducing power consumption of GSM transceivers



3.Physical layer and transcelver design considerations In WSNs

% Specifically, the influence of symbol-by symbol power control at the
transmitter in the presence of channel-state information such that deep
fades are answered with higher output powers (“channel inversion”), of
receiver diversity and interleaving and of coding schemes with unequal
protection (i.e., user bits of different importance are encoded differently)

on the channel capacity.
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4.0ptimization goals and figures of merit
1 Quality of service.
2 Energy efficiency.
3 Scalability.

4 Robustness
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4.0ptimization goals and figures of merit

WSNs differ from other conventional communication networks mainly in the
type of service they offer. These networks essentially only move bits from one
place to another.

Possibly, additional requirements about the offered Quality of Service (QoS)
are made, especially in the context of multimedia applications. Such QoS can
be regarded as a low-level, networking-device-observable attribute -
bandwidth, delay, jitter, packet loss rate — or as a high-level, user-observable,
so-called subjective attribute like the perceived quality of a voice
communication or a video transmission.



4.0ptimization goals and figures of merit

% Hence, high-level QoS attributes corresponding to the subjective QoS
attributes in conventional networks are required.

% But just like in traditional networks, high-level QoS attributes in WSN highly
depend on the application. Some generic possibilities are:

1 Event detection/reporting probability
Event classification error

Event detection delay

Missing reports

Approximation accuracy

o O A~ WD

Tracking accuracy
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4.0ptimization goals and figures of merit

What is the probability that an event that actually occurred is not detected or, more
precisely, not reported to an information sink that is interested in such an event? For
example, not reporting a fire alarm to a surveillance station would be a severe
shortcoming.

Clearly, this probability can depend on/be traded off against the overhead spent in setting
up structures in the network that support the reporting of such an event (e.g. routing

tables) or against the run-time overhead (e.g. sampling frequencies).



4.0ptimization goals and figures of merit

If events are not only to be detected but also to be

classified, the error in classification must be small.

What is the delay between detecting an event and reporting

it to any/all interested sinks?

In applications that require periodic reporting, the probability of

undelivered reports should be small.



4.0ptimization goals and figures of merit

For function approximation applications (e.g.
approximating the temperature as a function of location for a given area),
what is the average/maximum absolute or relative error with respect to the
actual function. Similarly, for edge detection applications, what is the accuracy
of edge descriptions; are some missed at all?

Tracking applications must not miss an object to be
tracked, the reported position should be as close to the real position as
possible, and the error should be small. Other aspects of tracking accuracy
are, for example, the sensitivity to sensing gaps..
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4.0ptimization goals and figures of merit

It is clear that with an arbitrary amount of energy, most of the QoS metrics
defined above can be increased almost at will (approximation and tracking
accuracy are notable exceptions as they also depend on the density of the
network).

Hence, putting the delivered QoS and the energy required to do so into
perspective should give a first, reasonable understanding of the term energy

efficiency.
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4.0ptimization goals and figures of merit

The term “energy efficiency” is, in fact, rather an umbrella term for many
different aspects of a system, which should be carefully distinguished to form
actual, measurable figures of merit. The most commonly considered aspects

are.



4.0ptimization goals and figures of merit

How much energy, counting all sources of
energy consumption at all possible intermediate hops, is spent on average to
transport one bit of information (payload) from the source to the destination? This
is often a useful metric for periodic monitoring applications.

:Similarly, what is the average energy spent to
report one event? Since the same event is sometimes reported from various
sources, it is usual to normalize this metric to only the unique events (redundant

information about an already known event does not provide additional
information).



4.0ptimization goals and figures of merit

Some applications have a notion of “urgent” events,
which can justify an increased energy investment for a speedy reporting of such
events. Here, the trade-off between delay and energy overhead is interesting

The time for which the network is operational or, put another way,
the time during which it is able to fulfill its tasks (starting from a given amount of
stored energy). It is not quite clear, however, when this time ends. Possible
definitions are:



4.0ptimization goals and figures of merit

When does the first node in the network run out of energy
or fail and stop operating?

When have 50 % of the nodes run out of energy and stopped
operating? Any other fixed percentile is applicable as well.

When does the first partition of the network in two (or more)
disconnected parts occur? This can be as early as the death of the first node (if
that was in a pivotal position) or occur very late if the network topology is robust.



4.0ptimization goals and figures of merit

Usually, with redundant network deployment and
sensors that can observe a region instead of just the very spot where the node is
located, each point in the deployment region is observed by multiple sensor
nodes. A possible figure of merit is thus the time when for the first time any spot in

the deployment region is no longer covered by any node’s observations.



4.0ptimization goals and figures of merit

A network partition can be seen as
irrelevant if the unreachable part of the network does not want to report any events
in the first place. Hence, a possibly more application-specific interpretation of
partition is the inability to deliver an event. This can be due to an event not being
noticed because the responsible sensor is dead or because a partition between

source and sink has occurred.
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4.0ptimization goals and figures of merit

Obviously, the longer these times are, the better does a network perform.
More generally, it is also possible to look at the (complementary) distribution
of node lifetimes (with what probability does a node survive a given amount of
time?) or at the relative survival times of a network (at what time are how
many percent of the nodes still operational).

This latter function allows an intuition about many WSN-specific protocols in
that they tend to sacrifice long lifetimes in return for an improvement in short

lifetimes — they “sharpen the drop”



4.0ptimization goals and figures of merit

All these metrics can of course only be evaluated under a clear set of
assumptions about the energy consumption characteristics of a given node,
about the actual “load” that the network has to deal with (e.g. when and where

do events happen), and also about the behavior of the radio channel.



4.0ptimization goals and figures of merit

The ability to maintain performance characteristics irrespective of the size of
the network is referred to as scalability. With WSN potentially consisting of
thousands of nodes, scalability is an evidently indispensable requirement.
Scalability is ill served by any construct that requires globally consistent state,
such as addresses or routing table entries that have to be maintained.

Hence, the need to restrict such information is enforced by and goes hand in
hand with the resource limitations of sensor nodes, especially with respect to
memory.



4.0ptimization goals and figures of merit

% Architectures and protocols should implement appropriate scalability support
rather than trying to be as scalable as possible. Applications with a few dozen
nodes might admit more efficient solutions than applications with thousands of
nodes;

% these smaller applications might be more common in the first place.
Nonetheless, a considerable amount of research has been invested into
highly scalable architectures and protocols.
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4.0ptimization goals and figures of merit

Related to QoS and somewhat also to scalability requirements, wireless
sensor networks should also exhibit an appropriate robustness. They should
not fail just because a limited number of nodes run out of energy, or because
their environment changes and severs existing radio links between two
nodes.

if possible, these failures have to be compensated for, for example, by finding
other routes. A precise evaluation of robustness is difficult in practice and
depends mostly on failure models for both nodes and communication links.



J.Gateway concepts:

1 The need for gateways.
2 WSN to Internet communication.

3 Internet to WSN communication.

4 WSN tunneling.



J.Gateway concepts:

For practical deployment, a sensor network only concerned with itself is
insufficient. The network rather has to be able to interact with other
information devices,

for example, a user equipped with a PDA moving in the coverage area of the
network or with a remote user, trying to interact with the sensor network via
the Internet (the standard example is to read the temperature sensors in one’s
home while traveling and accessing the Internet via a wireless connection).



J.Gateway concepts:
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J.Gateway concepts:

The WSN first of all has to be able to exchange data with such a mobile
device or with some sort of gateway, which provides the physical connection
to the Internet.

This is relatively straightforward on the physical, MAC, and link layer either
the mobile device/the gateway is equipped with a radio transceiver as used in
the WSN, or some (probably not all) nodes in the WSN support standard

wireless communication technologies such as IEEE 802.11.



J.Gateway concepts:

The design of gateways becomes much more challenging when considering
their logical design. One option to ponder is to regard a gateway as a simple
router between Internet and sensor network.

The remaining possibility is therefore to design the gateway as an actual
application-level gateway: on the basis of the application-level information, the

gateway will have to decide its action.



WSN to Internet Communication

E.g., deliver an alarm message to an Internet host
© Issues

> Need to find a gateway (integrates routing & service discovery)
> Choose “best” gateway if several are available
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J.Gateway concepts:

Assume that the initiator of a WSN-Internet communication resides in the
WSN - for example, a sensor node wants to deliver an alarm message to
some Internet host.

The first problem to solve is akin to ad hoc networks, namely, how to find the
gateway from within the network. Basically, a routing problem to a node that
offers a specific service has to be solved, integrating routing and service

discovery.



J.Gateway concepts:

If several such gateways are available, how to choose between them? In
particular, if not all Internet hosts are reachable via each gateway or at least if
some gateway should be preferred for a given destination host?

How to handle several gateways, each capable of IP networking, and the
communication among them? One option is to build an IP overlay network on

top of the sensor network.



J.Gateway concepts:

How does a sensor node know to which Internet host to address such a
message? Or even worse, how to map a semantic notion (“Alert Alice”) to a
concrete IP address?

Even if the sensor node does not need to be able to process the IP protocal, it
has to include sufficient information (IP address and port number, for
example) in its own packets; the gateway then has to extract this information
and translate it into IP packets. An ensuing question is which source address
to use here — the gateway in a sense has to perform tasks similar to that of a
Network Address Translation (NAT) device.



Internet to WSN communication

How to find the right WSN to answer a need?
How to translate from IP protocols to WSN

protocols, semantics?

Remote requester
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J.Gateway concepts:

The case of an Internet-based entity trying to access services of a WSN is
even more challenging. This is fairly simple if this requesting terminal is able
to directly communicate with the WSN,

for example, a mobile requester equipped with a WSN transceiver, and also
has all the necessary protocol components at its disposal. In this case, the
requesting terminal can be a direct part of the WSN and no particular

treatment is necessary



J.Gateway concepts:

The more general case is, however, a terminal “far away” requesting the
service, not immediately able to communicate with any sensor node and thus
requiring the assistance of a gateway node.

First of all, again the question of service discovery presents itself — how to find
out that there actually is a sensor network in the desired location, and how to

find out about the existence of a gateway node?



J.Gateway concepts:

Once the requesting terminal has obtained this information, how to access the
actual services? Clearly, addressing an individual sensor (like addressing a
communication peer in a traditional Internet application) both goes against the
grain of the sensor network philosophy where an individual sensor node is
irrelevant compared to the data that it provides and is impossible if a sensor

node does not even have an IP address.
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J.Gateway concepts:

The requesting terminal can instead send a properly formatted request to this
gateway, which acts as an application-level gateway or a proxy for the
individual/set of sensor nodes that can answer this request; the gateway
translates this request into the proper intra sensor network protocol
interactions.

This assumes that there is an application-level protocol that a remote
requester and gateway can use and that is more suitable for communication
over the Internet than the actual sensor network protocols and that is more
convenient for the remote terminal to use.
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J.Gateway concepts:

There are some clear parallels for such an application-level protocol with
so-called Web Service Protocols, which can explicitly describe services and
the way they can be accessed.

The Web Service Description Language (WSDL), in particular, can be a
promising starting point for extension with the required attributes for WSN
service access — for example, required accuracy, energy trade-offs, or

data-centric service descriptions.



WSN Tunneling
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J.Gateway concepts:

In addition to these scenarios describing actual interactions between a WSN
and Internet terminals, the gateways can also act as simple extensions of one
WSN to another WSN.

The idea is to build a larger, “virtual” WSN out of separate parts, transparently
“tunneling” all protocol messages between these two networks and simply

using the Internet as a transport network.



>

S

J.Gateway concepts:

This can be attractive, but care has to be taken not to confuse the virtual link
between two gateway nodes with a real link; otherwise, protocols that rely on
physical properties of a communication link can get quite confused (e.g. time
synchronization or localization protocols).

Such tunnels need not necessarily be in the form of fixed network
connections.even mobile nodes carried by people can be considered as

means for intermediate interconnection of WSNs
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MAC PROTOCOLS

Introduction to MAC Protocols

% Medium Access Control (MAC) protocols solve a seemingly simple task:

% They coordinate the times where a number of nodes access a shared
communication medium.

% They differ, among others, in the types of media they use and in the
performance requirements for which they are optimized.

% The fundamentals of MAC protocols and explains the specific requirements

and problems these protocols have to face in wireless sensor networks.



MAC PROTOCOLS

Introduction to MAC Protocols

The single most important requirement is energy efficiency and there are
different MAC-specific sources of energy waste to consider: overhearing,
collisions, overhead, and idle listening.

One important approach is to switch the wireless transceiver into a sleep
mode.

Therefore, there are trade-offs between a sensor network's energy

expenditure and traditional performance measures like delay and throughput.



MAC PROTOCOLS

Introduction to MAC Protocols

Medium Access Control (MAC) protocols is the first protocol layer above the
Physical Layer (PHY) and consequently MAC protocols are heavily influenced
by its properties.

The fundamental task of any MAC protocol is to regulate the access of a
number of nodes to a shared medium in such a way that certain
application-dependent performance requirements are satisfied.

Some of the traditional performance criteria are delay, throughput, and
fairness, whereas in WSNs, the issue of energy conservation becomes
important.



MAC PROTOCOLS

Introduction to MAC Protocols

The MAC protocol determines for a node the points in time when it accesses
the medium to try to transmit a data, control, or management packet to
another node (unicast) or to a set of nodes (multicast, broadcast).

The MAC is considered as a part of the Data Link Layer (DLL), but there is a
clear division of work between the MAC and the remaining parts of the DLL.
Two important responsibilities of the remaining parts of the DLL are error

control and flow control.



MAC PROTOCOLS

Introduction to MAC Protocols
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Error control is used to ensure correctness of transmission and to take
appropriate actions in case of transmission errors and flow control regulates
the rate of transmission to protect a slow receiver from being overwhelmed
with data.

The issue of energy efficiency is the prime consideration in WSN MAC
protocols, and therefore, we concentrate on schemes that explicitly try to
reduce overall energy consumption.

One of the main approaches to conserve energy is to put nodes into sleep
state whenever possible.



Fundamentals of (wireless) MAC Protocols
% Requirements and design constraints for wireless MAC protocols
% Important classes of MAC protocols

% MAC protocols for wireless sensor networks
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Fundamentals of (wireless) MAC Protocols

The most important performance requirements for MAC protocols are
throughput efficiency, stability, fairness, low access delay (time between
packet arrival and first attempt to transmit it), and low transmission delay
(time between packet arrival and successful delivery), as well as a low
overhead.

The overhead in MAC protocols can result from per-packet overhead (MAC

headers and trailers), collisions, or from exchange of extra control packets.



Fundamentals of (wireless) MAC Protocols

Collisions can happen if the MAC protocol allows two or more nodes to send
packets at the same time.

Collisions can result in the inability of the receiver to decode a packet
correctly, causing the upper layers to perform a retransmission.

For time-critical applications, it is important to provide deterministic or

stochastic guarantees on delivery time or minimal available data rate.
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Fundamentals of (wireless) MAC Protocols

The operation and performance of MAC protocols is heavily influenced by
the properties of the underlying physical layer. Since WSNs use a wireless
medium, they inherit all the well-known problems of wireless transmission.

One problem is time-variable, and sometimes quite high, error rates, which is
caused by physical phenomena like slow and fast fading, path loss,

attenuation, and man-made or thermal noise.



Fundamentals of (wireless) MAC Protocols

Depending on modulation schemes, frequencies, distance between
transmitter and receiver, and the propagation environment, instantaneous bit
error rates in the range of 10-3 ... 10-2 can easily be observed.

The received power Preva decreases with the distance between transmitting
and receiving node. This path loss combined with the fact that any
transceiver needs a minimum signal strength to demodulate signals
successfully leads to a maximum range that a sensor node can reach with a

given transmit power.
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Fundamentals of (wireless) MAC Protocols

If two nodes are out of reach, they cannot hear each other. This gives rise to
the well-known hidden-terminal/exposed-terminal problems.

The hidden-terminal problem occurs specifically for the class of Carrier
Sense Multiple Access (CSMA) protocols, where a node senses the medium
before starting to transmit a packet.

If the medium is found to be busy, the node defers its packet to avoid a

collision and a subsequent retransmission.



Fundamentals of (wireless) MAC Protocols

we have three nodes A, B, and C that are arranged such that A and B are in
mutual range, B and C are in mutual range, but A and C cannot hear each
other.

Assume that A starts to transmit a packet to B and some time later node C
also decides to start a packet transmission.

A carrier-sensing operation by C shows an idle medium since C cannot hear

A’s signals. When C starts its packet, the signals collide at B and both packets
are useless.
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Fundamentals of (wireless) MAC Protocols

Using simple CSMA in a hidden-terminal scenario thus leads to needless
collisions.

In the exposed-terminal scenario, B transmits a packet to A, and some
moment later, C wants to transmit a packet to D. Although this would be
theoretically possible since both A and D would receive their packets without
distortions, the carrier-sense operation performed by C suppresses C’s

transmission and bandwidth is wasted.



Hidden-terminal scenario (circles indicate transmission




Fundamentals of (wireless) MAC Protocols

Using simple CSMA in an exposed terminal scenario thus leads to needless
waiting.

Two solutions to the hidden-terminal and exposed-terminal problems are
busy-tone solutions and the RTS/CTS handshake used in the IEEE 802.11
WLAN standard and first presented in the MACA/MACAW protocols.

These will be described in Section 5.1.2 in the context of CSMA protocols
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Fundamentals of (wireless) MAC Protocols

it is often possible for the transmitter to detect a collision at the receiver
immediately and to abort packet transmission. This feature is called collision
detection (CD) and is used in Ethernets CSMA/CD protocol to increase
throughput efficiency.

Such a collision detection works because of the low attenuation in a wired

medium, resulting in similar SNRs at transmitter and receiver.



Fundamentals of (wireless) MAC Protocols

when the transmitter reads back the channel signal during transmission and
observes a collision, it can infer that there must have been a collision at the
receiver too. More importantly, the absence of a collision at the transmitter
allows to conclude that there has been no collision at the receiver during the
packet transmission.

simple wireless transceivers work only in a half-duplex mode, meaning that at

any given time either the transmit or the receive circuitry is active but not both.



Fundamentals of (wireless) MAC Protocols

Another important problem arises when there is no dedicated frequency band
allocated to a wireless sensor network and the WSN has to share its
spectrum with other systems.

Because of license-free operations, many wireless systems use the so-called
ISM bands, with the 2.4 GHz ISM band being a prime example.

This specific band is used by several systems, for example, the IEEE
802.11/IEEE 802.11b WLANSs, Bluetooth, and the IEEE 802.15.4 WPAN.



Fundamentals of (wireless) MAC Protocols

The design of MAC protocols depends on the expected traffic load patterns. If
a WSN is deployed to continuously observe a physical phenomenon, for
example, the time-dependent temperature distribution in a forest, a
continuous and low load with a significant fraction of periodic traffic can be
expected.

The network is close to idle for a long time and then is faced with a bulk of
packets that are to be delivered quickly. A high MAC efficiency is desirable
during these overload phases. An example for this class of applications is

wildfire observation.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:

A huge number of (wireless) MAC protocols have been devised during the last
thirty years. They can be roughly classified into the following classes:

1. Fixed assignment protocols,
2. Demand assignment protocols,

3. Random access protocols



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Fixed assignment protocols]

In this class of protocols, the available resources are divided between the
nodes such that the resource assignment is long term and each node can
use its resources exclusively without the risk of collisions.

Long term means that the assignment is for durations of minutes, hours, or
even longer, as opposed to the short-term case where assignments have a
scope of a data burst, corresponding to a time horizon of perhaps (tens of)

milliseconds.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Fixed assignment protocols]
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To account for changes in the topology — for example, due to nodes dying or
new nodes being deployed, mobility, or changes in the load patterns —
signaling mechanisms are needed in fixed assignment protocols to
renegotiate the assignment of resources to nodes.

This poses questions about the scalability of these protocols.Typical

protocols of this class are TDMA, FDMA, CDMA, and SDMA.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Fixed assignment protocols]

The Time Division Multiple Access (TDMA) scheme subdivides the time
axis into fixed-length superframes and each superframe is again subdivided
into a fixed number of time slots.

These time slots are assigned to nodes exclusively and hence the node can
transmit in this time slot periodically in every superframe. TDMA requires
tight time synchronization between nodes to avoid overlapping of signals in

adjacent time slots.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Fixed assignment protocols]
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In Frequency Division Multiple Access (FDMA), the available frequency
band is subdivided into a number of subchannels and these are assigned to
nodes, which can transmit exclusively on their channel.

This scheme requires frequency synchronization,relatively narrowband

filters, and the ability of a receiver to tune to the channel used by a

transmitter.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Fixed assignment protocols]

FDMA transceiver tends to be more complex than a TDMA transceiver.

In Code Division Multiple Access (CDMA) schemes, the nodes spread their
signals over a much larger bandwidth than needed, using different codes to
separate their transmissions.

The receiver has to know the code used by the transmitter; all parallel
transmissions using other codes appear as noise. Crucial to CDMA is the

code management.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Fixed assignment protocols]

s Space Division Multiple Access (SDMA), the spatial separation of nodes is
used to separate their transmissions. SDMA requires arrays of antennas and
sophisticated signal processing techniques and cannot be considered a

candidate technology for WSNs.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]

% In demand assignment protocols, the exclusive allocation of resources to
nodes is made on a short-term basis, typically the duration of a data burst.
This class of protocols can be broadly subdivided into centralized and
distributed protocols.

% In central control protocols (examples are the HIPERLAN/2 protocol,
DQRUMA, or the MASCARA protocol; polling schemes can also be

subsumed under this class),



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]
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The nodes send out requests for bandwidth allocation to a central node that
either accepts or rejects the requests.

In case of successful allocation, a confirmation is transmitted back to the
requesting node along with a description of the allocated resource.

for example, the numbers and positions of assigned time slots in a TDMA

system and the duration of allocation.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]

The node can use these resources exclusively. The submission of requests
from nodes to the central station is often done contention based, that is,
using a random access protocol on a dedicated (logical) signaling channel.

Another option is to let the central station poll its associated nodes. In
addition, the nodes often piggyback requests onto data packets transmitted
in their exclusive data slots, thus avoiding transmission of separate request

packets.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]

The central node needs to be switched on all the time and is responsible for
resource allocation. Resource deallocation is often done implicitly:

when a node does not use its time slots any more, the central node can
allocate these to other nodes.

This way, nodes do not need to send extra deallocation packets.
Summarizing, the central node performs a lot of activities, it must be

constantly awake, and thus needs lots of energy.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]

O/
0‘0

DS

This class of protocols is a good choice if a sufficient number of
energy-unconstrained nodes are present and the duties of the central station
can be moved to these. An example is the IEEE 802.15.4 protocal,

If there are no unconstrained nodes, a suitable approach is to rotate the
central station duties among the nodes like, for example, in the LEACH

protocol.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]

An example of distributed demand assignment protocols are
token-passing protocols like IEEE 802.4 Token Bus.

The right to initiate transmissions is tied to reception of a small special token
frame. The token frame is rotated among nodes organized in a logical ring on
top of a broadcast medium.

Special ring management procedures are needed to include and exclude

nodes from the ring or to correct failures like lost tokens.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Demand assignment protocols]

% since token circulation times are variable, a node must always be able to

receive the token to avoid breaking the logical ring.

7/
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A nodes transceiver must be switched on most of the time. In addition,
maintaining a logical ring in face of frequent topology changes is not an easy
task and involves significant signaling traffic besides the token frames

themselves.
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2 .Important classes of MAC protocols:[Random access protocols]

% The nodes are uncoordinated, and the protocols operate in a fully distributed
manner.

% Random access protocols often incorporate a random element, for

example, by exploiting random packet arrival times, setting timers to random

values, and so on. One of the first and still very important random access

protocols is the ALOHA or slotted ALOHA protocol, developed at the
University of Hawaii.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Random access protocols]

In the pure ALOHA protocol, a node wanting to transmit a new packet
transmits it immediately. There is no coordination with other nodes and the
protocol thus accepts the risk of collisions at the receiver.

To detect this, the receiver is required to send an immediate
acknowledgment for a properly received packet.

The transmitter interprets the lack of an acknowledgment frame as a sign of

a collision, backs off for a random time, and starts the next trial.
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2 .Important classes of MAC protocols:[Random access protocols]

O/
0‘0

DS

ALOHA provides short access and transmission delays under light loads;
under heavier loads, the number of collisions increases, which in turn
decreases the throughput efficiency and increases the transmission delays.

In slotted ALOHA, the time is subdivided into time slots and a node is
allowed to start a packet transmission only at the beginning of a slot. A slot is

large enough to accommodate a maximum-length packet.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Random access protocols]

% If any node wants to start later, it has to wait for the beginning of the next
time slot and has thus no chance to destroy the node’s packet. In short, the
synchronization reduces the probability of collisions and slotted ALOHA has
a higher throughput than pure ALOHA.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Random access protocols]

% In the class of CSMA protocols, a transmitting node tries to be respectful to
ongoing transmissions.

s First, the node is required to listen to the medium; this is called carrier
sensing. If the medium is found to be idle, the node starts transmission.

7/
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If the medium is found busy, the node defers its transmission for an amount
of time determined by one of several possible algorithms.

% For example, in nonpersistent CSMA, the node draws a random waiting time,
after which the medium is sensed again.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Random access protocols]
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In different persistent CSMA variants, after sensing that the medium is busy,
the node awaits the end of the ongoing transmission and then behaves
according to a backoff algorithm. In many of these backoff algorithms, the
time after the end of the previous frame is subdivided into time slots.

In the backoff algorithm executed by the |IEEE 802.11 Distributed
Coordination Function (DCF), a node transmitting a new frame picks a
random value from the current contention window and starts a timer with
this value.
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2 .Important classes of MAC protocols:[Random access protocols]
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The timer is decremented after each slot. If another node starts in the
meantime, the timer is suspended and resumed after the next frame ends
and contention continues. If the timer decrements to zero, the node transmits
its frame.

When a transmission error occurs (indicated, for example, by a missing
acknowledgment frame), the size of the contention window is increased

according to a modified binary exponential backoff procedure.



Fundamentals of (wireless) MAC Protocols

2 .Important classes of MAC protocols:[Random access protocols]

The carrier-sense protocols are susceptible to the hidden-terminal problem
since interference at the receiver cannot be detected by the transmitter. This
problem may cause packet collisions.

The energy spent on collided packets is wasted and the packets have to be
retransmitted.

Several approaches have appeared to solve or at least to reduce the

hidden-terminal problem; the busy-tone solution and the RTS/CTS
handshake.



RTS/CTS handshake in IEEE 802.11
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2 .Important classes of MAC protocols:[Random access protocols]
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A node that wishes to transmit a packet first senses the control channel for
the presence of a busy tone. If it hears something, the node backs off
according to some algorithm, for example similar to nonpersistent CSMA. If it
hears nothing, the node starts packet transmission on the data channel.

This protocol solves both the hidden- and exposed-terminal problem, given
that the busy-tone signal can be heard over the same distance as the data

signal.
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2 .Important classes of MAC protocols:[Random access protocols]
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If the busy tone is too weak, a node within radio range of the receiver might
start data transmission and destroy the receiver’s signal.

If the busy tone is too strong, more nodes than necessary suppress their
transmissions.

The control channel does not need much bandwidth but a narrow bandwidth
channel requires good frequency synchronization. A solution with two busy

tones, one sent by the receiver and the other by the transmitter node,
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2 .Important classes of MAC protocols:[Random access protocols]
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One solution approach is to ensure that CTS packets are longer than RTS
packets. For an explanation, consider the right part of Figure 5.5. Here, even
if B's CTS arrives at C immediately after C starts its RTS, it lasts long enough
that C has a chance to turn its transceiver into receive mode and to sense B’s
signal.

An additional protocol rule states that in such a case node C has to defer any
further transmission for a sufficiently long time to accommodate one

maximum-length data packet.
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[Random access protocols]

Hence, the data packet between A and B can be transmitted without
distortion.

A further problem of the RTS/CTS handshake is its significant overhead of
two control packets per data packet, not counting the acknowledgment
packet. If the data packet is small, this overhead might not pay off and it may
be simpler to use some plain CSMA variant.

For long packets, the overhead of the RTS/CTS handshake can be neglected,
but long packets are more likely to be hit by channel errors and must be

retransmitted entirely, wasting precious energy (channel errors often hit only a
few bits).
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3 MAC protocols for wireless sensor networks:

For the case of WSNSs, the balance of requirements is different from traditional
(wireless) networks. Additional requirements come up, first and foremost, the
need to conserve energy.

The importance of energy efficiency for the design of MAC protocols is
relatively new and many of the “classical” protocols like ALOHA and CSMA

contain no provisions toward this goal.



Fundamentals of (wireless) MAC Protocols

3 MAC protocols for wireless sensor networks:

Other typical performance figures like fairness, throughput, or delay tend to
play a minor role in sensor networks.

Fairness is not important since the nodes in a WSN do not represent
individuals competing for bandwidth, but they collaborate to achieve a
common goal.

The access/transmission delay performance is traded against energy

conservation, and throughput is mostly not an issue either.



Fundamentals of (wireless) MAC Protocols

3 MAC protocols for wireless sensor networks:

Energy problems on the MAC layer:

< Collisions
% Overhearing
< Protocol overhead

% Idle listening



Collisions

collisions incur useless receive costs at the destination node, useless transmit
costs at the source node, and the prospect to expend further energy upon
packet retransmission.

Hence, collisions should be avoided, either by design (fixed
assignment/TDMA or demand assignment protocols) or by appropriate
collision avoidance/hidden-terminal procedures in CSMA protocols.

However, if it can be guaranteed for the particular sensor network application

at hand that the load is always sufficiently low, collisions are no problem.



Overhearing

Unicast frames have one source and one destination node. However, the
wireless medium is a broadcast medium and all the source’s neighbors that
are in receive state hear a packet and drop it when it is not destined to them,;
these nodes overhear the packet.

The higher node densities overhearing avoidance can save significant
amounts of energy. On the other hand, overhearing is sometimes desirable,
for example, when collecting neighborhood information or estimating the

current traffic load for management purposes



Protocol overhead

Protocol overhead is induced by MAC-related control frames like, for
example, RTS and CTS packets or request packets in demand assignment
protocols, and furthermore by per-packet overhead like packet headers and
trailers.

A design constraint somewhat related to energy concerns is the requirement
for low complexity operation. Sensor nodes shall be simple and cheap and
cannot offer plentiful resources in terms of processing power, memory, or
energy. Therefore, computationally expensive operations like complex

scheduling algorithms should be avoided.



Idle listening

% A node being in idle state is ready to receive a packet but is not currently
receiving anything. This readiness is costly and useless in case of low
network loads; for many radio modems, the idle state still consumes
significant energy.

% Switching off the transceiver is a solution; however, since mode changes also
cost energy, their frequency should be kept at “reasonable” levels.

s TDMA-based protocols offer an implicit solution to this problem, since a node
having assigned a time slot and exchanging (transmitting/receiving) data only
during this slot can safely switch off its transceiver in all other time slots.



Fundamentals of (wireless) MAC Protocols

Most of the MAC protocols developed for wireless sensor networks attack one
or more of these problems to reduce energy consumption

A design constraint somewhat related to energy concerns is the requirement
for low complexity operation.

Sensor nodes shall be simple and cheap and cannot offer plentiful resources
in terms of processing power, memory, or energy. Therefore, computationally

expensive operations like complex scheduling algorithms should be avoided.



Fundamentals of (wireless) MAC Protocols

% The desire to use cheap node hardware includes components like oscillators
and clocks. Consequently, the designer of MAC protocols should bear in mind
that very tight time synchronization (as needed for TDMA with small time
slots) would require frequent resynchronization of neighboring nodes, which

can consume significant energy.
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2 Low duty cycle protocols and wakeup concepts

Low duty cycle protocols try to avoid spending (much) time in the idle state
and to reduce the communication activities of a sensor node to a minimum. In
an ideal case, the sleep state is left only when a node is about to transmit or
receive packets.

A periodic wakeup scheme is used. Such schemes exist in different flavors.
One is the cycled receiver approach. In this approach, nodes spend most of
their time in the sleep mode and wake up periodically to receive packets from

other nodes.



2 Low duty cycle protocols and wakeup concepts
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2 Low duty cycle protocols and wakeup concepts
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a node A listens onto the channel during its listen period and goes back into
sleep mode when no other node takes the opportunity to direct a packet to A.
A potential transmitter B must acquire knowledge about A's listen periods to
send its packet at the right time.

A transmit a short beacon at the beginning of its listen period to indicate its
willingness to receive packets. Another method is to let node B send frequent
request packets until one of them hits A's listen period and is really answered
by A.



2 Low duty cycle protocols and wakeup concepts
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Node A only receives packets during its listen period. If node A itself wants to
transmit packets, it must acquire the target's listen period. A whole cycle
consisting of sleep period and listen period is also called a wakeup period.
The ratio of the listen period length to the wakeup period length is also called

the node’s duty cycle.



2 Low duty cycle protocols and wakeup concepts
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% By choosing a small duty cycle, the transceiver is in sleep mode most of the
time, avoiding idle listening and conserving energy.

% By choosing a small duty cycle, the traffic directed from neighboring nodes to

a given node concentrates on a small time window (the listen period) and in

heavy load situations significant competition can occur.



2 Low duty cycle protocols and wakeup concepts
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Choosing a long sleep period induces a significant per-hop latency, since a
prospective transmitter node has to wait an average of half a sleep period
before the receiver can accept packets.

In the multihop case, the per-hop latencies add up and create significant
end-to-end latencies. Sleep phases should not be too short lest the start-up

costs outweigh the benefits.
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S-MAC

S-MAC adopts a periodic wakeup scheme, that is, each node alternates
between a fixed-length listen period and a fixed-length sleep period according
to its schedule,the listen period of S-MAC can be used to receive and transmit
packets.

S-MAC attempts to coordinate the schedules of neighboring nodes such that
their listen periods start at the same time. A node x’s listen period is

subdivided into three different phases:



S-MAC
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S-MAC

In the first phase (SYNCH phase), node x accepts SYNCH packets from its
neighbors. In these packets, the neighbors describe their own schedule and x
stores their schedule in a table (the schedule table). Node x's SYNCH phase
is subdivided into time slots and x’s neighbors contend according to a CSMA
scheme with additional backoff.

It is not required that x broadcasts its schedule in every of y's wakeup
periods. However, for reasons of time synchronization and to allow new nodes
to learn their local network topology, x should send SYNCH packets
periodically. The according period is called synchronization period.
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S-MAC

In the second phase (RTS phase), x listens for RTS packets from neighboring
nodes. In S-MAC, the RTS/CTS handshake of data packets due to
hidden-terminal situations. Again, interested neighbors contend in this phase
according to a CSMA scheme with additional backoff.

In the third phase (CTS phase), node x transmits a CTS packet if an RTS
packet was received in the previous phase. After this, the packet exchange

continues, extending into x’s nominal sleep time.



S-MAC

In general, when competing for the medium, the nodes use the RTS/CTS
handshake, including the virtual carrier-sense mechanism, whereby a node
maintains a NAV variable.

The NAV mechanism can be readily used to switch off the node during
ongoing transmissions to avoid overhearing. When transmitting in a broadcast
mode (for example SYNCH packets), the RTS and CTS packets are dropped
and the nodes use CSMA with backoff.



S-MAC

If we can arrange that the schedules of node x and its neighbors are
synchronized, node x and all its neighbors wake up at the same time and x
can reach all of them with a single SYNCH packet.

The S-MAC protocol allows neighboring nodes to agree on the same
schedule and to create virtual clusters. The clustering structure refers solely
to the exchange of schedules; the transfer of data packets is not influenced by

virtual clustering



S-MAC

The periodic wakeup scheme adopted by S-MAC allows nodes to spend
much time in the sleep mode, but there is also a price to pay in terms of
latency. Without further modifications, the per-hop latency of S-MAC will be
approximately equal to the sleep period on average when all nodes follow the
same schedule.

The adaptive-listening scheme, which roughly halves the per-hop latency.
Consider the following situation: Node x receives during its listen period an
RTS or CTS packet belonging to a packet exchange from neighbor node y to

node z.
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S-MAC

S-MAC also adopts a message-passing approach (illustrated in Figure 5.7),
where a message is a larger data item meaningful to the application.
In-network processing usually requires the aggregating node to receive a
message completely.

On the other hand, on wireless media, it is advisable to break a longer packet
into several shorter ones (fragmentation,). S-MAC includes a fragmentation

scheme working as follows.



S-MAC

A series of fragments is transmitted with only one RTS/CTS exchange
between the transmitting node A and receiving node B. After each fragment, B
has to answer with an acknowledgment packet.

All the packets (data, ack, RTS, CTS) have a duration field and a neighboring
node C is required to set its NAV field accordingly. In S-MAC, the duration
field of all packets carries the remaining length of the whole transaction,

including all fragments and their acknowledgments.



S-MAC

7/

% Therefore, the whole message shall be passed at once. If one fragment
needs to be retransmitted, the remaining duration is incremented by the
length of a data plus ack packet, and the medium is reserved for this
prolonged time.

% However, there is the problem of how a nonparticipating node shall learn

about the elongation of the transaction when he has only heard the initial

RTS or CTS packets
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S-MAC
This scheme has some similarities to the fragmentation scheme used in IEEE
802.11 but there are important differences. In IEEE 802.11, the RTS and CTS
frame reserve the medium only for the time of the first fragment, and any
fragment reserves only for the next fragment.
If one packet needs to be retransmitted, the initiating node has to give up the

channel and recontend for it in the same way as for a new packet.



S-MAC

The approach taken by S-MAC reduces the latency of complete messages by
suppressing intertwined transmissions of other packets. Therefore, in a
sense, this protocol is unfair because single nodes can block the medium for
long time.

However, the fairness requirement has a different weight in a wireless sensor
network than it has in a data network where users want to have fair medium
access.

S-MAC has one major drawback: it is hard to adapt the length of the wakeup
period to changing load situations, since this length is essentially fixed, as is
the length of the listen period.
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Tynes of Wireless Sensor Networks

Depending on the environment, the types of networks are decided so that those can

be deployed underwater, underground, on land, and so on. Different types of WSNs

include:

Terrestrial WSNs
Underground WSNs
Underwater WSNs
Multimedia WSNs
Mobile WSNs
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https://www.elprocus.com/important-of-network-in-embedded-systems-for-beginners/

Terrestrial WSNs

Terrestrial WSNs are capable of communicating base stations efficiently,
and consist of hundreds to thousands of wireless sensor nodes deployed
either in an unstructured (ad hoc) or structured (Pre-planned) manner. In
an unstructured mode, the sensor nodes are randomly distributed within
the target area that is dropped from a fixed plane. The preplanned or
structured mode considers optimal placement, grid placement, and 2D,
3D placement models.

In this WSN, the battery power is limited; however, the battery is equipped
with solar cells as a secondary power source. The Energy conservation of
these WSNs is achieved by using low duty cycle operations, minimizing
delays, and optimal routing, and so on.


https://www.elprocus.com/battery-charger-timer-tips/

Underground WSNs

The underground wireless sensor networks are more expensive than the terrestrial
WSNs in terms of deployment, maintenance, and equipment cost considerations
and careful planning. The WSNs networks consist of several sensor nodes that are
hidden in the ground to monitor underground conditions. To relay information from
the sensor nodes to the base station, additional sink nodes are located above the
ground.

The underground wireless sensor networks deployed into the ground are difficult to
recharge. The sensor battery nodes equipped with limited battery power are difficult
to recharge. In addition to this, the underground environment makes wireless
communication a challenge due to the high level of attenuation and signal loss.



Underground WSNs
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Under Water WSNs

More than 70% of the earth 1s occupied with water. These networks consist
of several sensor nodes and vehicles deployed underwater. Autonomous
underwater vehicles are used for gathering data from these sensor nodes. A
challenge of underwater communication 1s a long propagation delay, and
bandwidth and sensor failures.

Underwater, WSNs are equipped with a limited battery that cannot be
recharged or replaced. The issue of energy conservation for underwater
WSNs involves the development of underwater communication and
networking techniques.
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Multimedia WSNs

Multimedia wireless sensor networks have been proposed to enable tracking
and monitoring of events in the form of multimedia, such as imaging, video,
and audio. These networks consist of low-cost sensor nodes equipped with
microphones and cameras. These nodes are interconnected with each other over
a wireless connection for data compression, data retrieval, and correlation.

The challenges with the multimedia WSN include high energy consumption,
high bandwidth requirements, data processing, and compressing techniques. In
addition to this, multimedia contents require high bandwidth for the content to
be delivered properly and easily.



Multimedia WSNs
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Mobile WSNs

These networks consist of a collection of sensor nodes that can be moved on their
own and can be interacted with the physical environment. The mobile nodes can
compute sense and communicate. Mobile wireless sensor networks are much more
versatile than static sensor networks. The advantages of MWSN over static wireless
sensor networks include better and improved coverage, better energy efficiency,

superior channel capacity, and so on.
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Main components of a wireless sensor node
> Processor, radio, sensors, batteries

Energy supply and consumption

Operating systems and execution

environments

> IWING's Motelib

~ TinyOS

~ Contiki

Sample implementations
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Controller

e Mainoptions:

> Microcontroller — general purpose processor,
optimized for embedded applications, low
power consumption

DSP — optimized for signal processing tasks,

not suitable here
FPGA — may be good for testing

ASIC — only when peak performance is needed,
no flexibility




Microcontroller Examples

e TexasInstruments MSP430 Illl'llll'lllllll-l.
> 16-bit RISC core, 4 MIHz — e =
~ Up to 120 KB flash | SR
> 2-10 KB RAM

il

ThaolEasyBlec.com

> 12 ADCs, RT clock
e Atmel ATMega
~ 8-bit controller, 8 MHz
>~ Up to 128KB Flash
> 4 KB RAM




Communication Device

e Medium options
,[ Electromagnetic, RF j

> Electromagnetic, optical
> Ultrasound

=
Rad io J )D) radio wave

Transceiver

bit stream m




Transcelver Characteristics

Service to upper layer: packet, byte, bit
Power consumption

Supported frequency, multiple channels
Data rate

Modulation

Power control

Communicationrange
etc.




Transcelver States

® Transceivers can be put into different
operational states, typically:

> Transmit
Recelve

Idle — ready to receive,
but not doingso

Sleep — significant parts
of the transceiver are
switched off




Wakeup Receivers

@ When to switch on a receiver is not clear

—

~

Contention-based MAC protocols: Receiver is always on

TDMA-based MAC protocols: Synchronization overhead,
inflexible

Desirable: Receiver that can (only) check for

iINncoming messages

~

When signal detected, wake up main receiver for actual
reception

Ideally: Walkewp recelivesr can already process simple
addresses

Not clear whether they can be actually built, however




Optical Commmunication

Optical communication can consume less energy

Example: passive readout via corner cube
reflector

~ Laser is reflected back directly to source if mirrors are
at right angles

Mirrors can be “tilted”
to stop reflecting

Allows data to be
sent back to
laser source




Sensors

e Maincategories
> Passive, omnidirectional
= Examples: light, thermometer, microphones,
hygrometer, ...

> Passive, nanow-beairm

- Example: Camera
» Active sensonrs
- Example: Radar
e Importantparameter: Area of coverage

> Which region is adequately covered by a given
sensor?
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Main components of a wireless sensor node
> Processor, radio, sensors, batteries

Energy supply and consumption
Operating systems and execution

environments

> IWING's Motelib

~ TinyOS

> Contiki

Example implementations




Energy Supply

Goal: provide as much energy as possible at

smallest cost/volume/weight/recharge

time/longevity

> In WSN, recharging may or may not be an
option

Options
> Primary battaries — not rechargeable

> Secondiary batteries — rechargeable, only
makes sense in combination with some form
of energy harvesting




Energy Supply - Requirements

Low self-discharge

Long shelf life

Capacity under load
Efficientrecharging at low current

Good relaxation properties (seemingself-
recharging)

Voltage stability(to avoid DC-DC
conversion)




Energy Supply - Requirements

Low self-discharge

Long shelf life

Capacity under load
Efficientrecharging at low current

Good relaxation properties (seemingself-
recharging)

Voltage stability(to avoid DC-DC
conversion)




Battery Examples

e Energy per volume (Joule/cc):

Chemistry Zinc-air Alkaline

Energy 3780 1200
(J/cm?=3)

Chemistry

Energy
(J/cm?3)




Energy Harvesting

@ How to recharge a battery?

—

—

A laptop: easy. plug into wall socket in the evening
A sensor node? — Try to scavenge energy from environment

Ambient energy sources

—

—

—

—

Light ! solar cells — between 10 ntW/cm=2 and 15 mW/cm?2
Temperature gradients — 80 uW/cm=2 @ 1 V from 5K difference

Vibrations — between 0.1 and 10000 uW/cm=3

Pressure variation (piezo-electric) — 330 utW/cm=2 from the heel of
a shoe

Air/liquid flow
(MEMS gas turbines)




Portable Solar Chargers

e Foldable Solar Chargers

—~

e Solargorilla




Multiple Power Consumpition Nodies

e Do not run sensor node at full operation all the
time
> If nothing to do, switch to power safe mode
Typical modes
» Controller: Active, idle, sleep

» Radio mode: Turn on/off transmitter/receiver, both
» Strongly depends on hardware

Questions:

> When to throttle down?

> How to wake up again?




Energy Consumption Figures

e TIMSP 430 (@ 1 MHz, 3V):
Fully operation 1.2 mW
One fully operational mode + four sleep modes

Deepest sleep mode 0.3 n1W - only woken up

by external interrupts (not even timer is
running any more)

e Atmel ATMega

> Operational mode: 15 mW active, 6 mW idle
> SiX modes of operations
~ Sleep mode: 75 W




Switching Between Modes

Simplestidea: Greedily switch to lower
mode whenever possible

Problem: Time and power consumption
required to reach higher modes not
negligible

Essved ‘ Eoverhead

Pactive

Psleep




Should We Switch?

e Switching modes is beneficialif

E < E.

overheac

aved

which is equivalent to




Computation vs. Communication
Energy Cost

e Sendingone bitvs. running one instruction
> Energy ratio up to Z906 4

> l.e., send & receive one KB = running three
million instruction

So, try to compute instead of communicate
whenever possible

Key technique — in-network processing

= Exploit compression schemes, intelligent
coding schemes, aggregate data, ...
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Main components of a wireless sensor node
> Processor, radio, sensors, batteries

Energy supply and consumption
Operating systems and execution

environments

> IWING's Motelib

= TinyOS

~ Contiki
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Mica Motes

By Crossbow, USA
MCU:

> Atmel ATMegal28L
Comm: RFM TR1000O




EYES Nodes

By Infineon, EU
MCU: TI MSP430

Comm: Infineon radio modem TDAS5250

Sensor and

»tor nlertace

Exteonal
M terna

Qr-board
2 terna

Teamparatste
sensor




Btnote

By ETH Zurich

MCU:
>~ Atmel ATMegal28L
Comm:

> Bluetooth
» Chipcon CC1000




ScatterWeb

e By ComputerSystems & Telematics group,
Freie Universitat Berlin

MCU:

> T1 MSP 430
Comm:

> Bluetooth, 12C, CAN

- a .. 2 u - 3 .' %
1% 3 SR R
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Tmote Sky

By Sentilla (formerly Moteiv),
USA

MCU:
~ TIMSP430

Comm:
> Chipcon CC2420

(IEEE 802.15.4)




IRIS Motes

By Crossbow, USA

MCU: ATMegal28L

Comm: Atmel's RF230 (IEEE 802.15.4)
3x radio range compared to Tmote

"Postage-stamp" form factor costs as low as $29 per unit
(when purchased in large volumes)

Y |-




iIMote2

e By Intel Research
e MCU: PXA271 XScale
e Comm: Chipcon CC2420 (IEEES802.15.4)




Other WSN-Capable Modules

e Manylow-cost, wireless SoC modules
already available

¥ )
3§ e

ORI |
3338333
D=l

HopeRF 433 MHz module Synapse Wireless 2.4 GHz module
based on Silicon Labs's SoC based on Atmel's SoC
(—6 USD/module) SNAP OS f embedded Python
(—25 USD/module)




IWING-MRF Motes

Analog/Digital sensor
connectors

Radio
UART Connector . transceiver

USB Connector
(for reprogramming
and power)

8-bit AVR Microcontroller

External
battery connector

Morakot Saravanee, Chaiporm Jailkkaeo, 2010. Intelligent Wireless Networlk Group
(TWING), KU




IWING-MRF Motes

Built from off-the-shelf components
Built-in USB boot loader

» Reprogrammed via USB

Easy to modify and extend hardware




IWING-MRF Mote

e Processor

» 8-bit AVR microcontroller ATMega88/168/328, 12
MH=z=

>~ 16HKB flash, 2KB RAM
RF transceiver

~ Microchip's MRF24J40A/B/C,2.4GHz IEEE 802.15 4

~ SPI interface

External connectors

» © ADC connectors (can also be used as TWI)
> 1 UART

Power options

> 3 -3.6VDC

» USB or 2 AA batteries




IWING-JN Motes

Built on JN5168 wireless
microcontroller

32-bit RISC architecture
» Operating at 32 MHz

» 256 KB flash, 32 KB RAM

IEEE 802.15 .4 RF transceiver

4 ADC channels (10-bit)
~20 general-purpose digital 1/O
2 UART interfaces

Hardware access via C-language
FAN 4|




Outline

e Maincomponents of a wireless sensor node
> Processor, radio, sensors, batteries

Energy supply and consumption
Operating sysiems and execution

environments

> IWING's Motelib

= TinyOS

> Contiki

Example implementations




Operating System Challenges

Usual operating system goals

~ Make access to device resources abstract
(virtualization)

» Protect resources from concurrent access
Usual means

» Protected operation modes of the CPU

» Process with separate address spaces

These are not available in microcontrollers
» No separate protection modes, no ViMU

» Would make devices more expensive, more power-
hungry




Possible OS Options

e Tryto implement “as close to an operating
system” on WSN nodes

> Support for processes!
» Possible, but relatively high overhead

Stay away with operating system

There is only a single “application” runningon a WSN
node

No need to protect malicious software parts from each
other

Direct hardware control by application might improve
efficiency




Possible OS Options

e Currently popularapproach
= No OS, just a simple run-time environment

>~ Enough to abstract away hardware access
details

> Biggest impact: Unusual programming model




Concurrency Support

e Simplestoption: No
concurrency, sequential
processing of tasks S

> Risk of missing data Sigfa“
> Should support

interrupts/asynchronous
operations

Process
received
packet




Processes/Threads

Based on interrupts,
contextswitching

Difficulties

> Too many context
switches

B Most tasks are short
anyway

Each process required
its own stack

Hand iz packait
process

OS-mediated
process switching




Event-Based Concurrency

e FEventbased programming model
» Perform regular processing or be idle
» React to events when they happen immediately
» Basically: interrupt handler

Must not remain in interrupt handler too long

> Danger of loosing events

— Idle/regular Radio event handler

processing
Sensor event U
handler \j




Components Instead of Processes

An abstractionto group functionality

Typically fulfillonly a single, well-defined
function

> E.g., individual functions of a networking
protocol

Main difference to processes:

= Component does not have an execution

= Components access same address space, no
protection against each other




Event-based Protocol Stack

e Usual networking API: sockeis
> Issue: blocking calls to receive data
> Not match to event-based OS

e APIlis therefore also event-based

> E.g., Tell some component that some other
component wants to be informed if and when

data has arrived

Component will be posted an event once this
condition is met

~ Details: see IWING's Motelliib and TinyQ@S




Outline
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Energy supply and consumption

Operating systems and execution

environments

> IWING's Motelib

> TinyOS
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Case Study: IWING's Motelib

Developed by IWING (CPE, KU) along with
IWING motes

Provides hardware abstraction and
virtualizationin standard C interfaces

Follows event-based programming model




Motelib Architecture and API

Application

—

APl
software library

Sensing Virtual Timers Communication
E ' communication

sensor i processing unit

storage




Example: Count and Send

e Node#Oruns a counter and broadcasts its
value

Other nodes displayreceived values on
LEDs




Example Count and Send

fsystem_h>

At b called when timer

R expires

'l
)
E
n

(7"
)

Y]
]

.l
n
nn

n

ol ol ol
1

A A A
dygd
00020
d(!dd

n
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n«w«l
.l
0

nn

uint8 & counter: called when node
receives a radio :packet

void timerFired(Timerxr *t)
{
countexr¥++;
radioReguestTx (BROADCAST_ADE!R, D (char®) Ecountexr, z=imeof (countex) , NOLL) ;

void receive (Address source, MessageType type, void "message, uint8_t len)
{

ledSectValue (( (char®* jmessage) [0]1)

called when node'
void boot () booted
{

countexr = 0;
i f (getAddress () o)
{
timerCreate (Etimex)
timerStart (E&timexr, TMR_PERIODIC, S00, timerxrFired);

el=ze
radioSetRxHandler (receive) ;

™

1
1
1
1
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Example implementations




Case Study: TinyOS Rim¥=1=]

Developed by UC Berkeley as runtime
environment for their motes

nesC (network embedded system C) as adjunct
programming language

Design aspecits:

Component-based system

Components interact by exchanging asynchronous
evenis

Components form a program by wiring them together
(akin to VHDL — hardware description language)

Website




TinyOS Components

@ Components

>

-

-~

-~

Frame — state information

Taslies — normal execution
program

Command hamndiers
Event handiers

Hierarchically arranged

_—

Events are passed upward
from hardware

Commands are passed
downward

init start

Command
handlers

stop fired

Event
handlers




Interfaces

Many commmands/events can be grouped

nesC stiructures corresponding commands/events
into interface types

Example: Structure timer into three interfaces

~ StdCitrl init start stop fired

> Timer v A A 4

~ Clock StdCtri

The TimerComponent
> Provides: StdCirl, Timer
» Uses: Clock

setRate fire




Forming New Components

start stop fired

b A, 4

Timer

“Clock™ interface user

"Clock™ interface provider

CompleteTimer




Sample nesC Code

provides

{
interface StdCtrl:;
interface Timer:;

implementation

{
components TimerComponent, HWClock;
StdCtrl = TimerComponent.StdCtrl:;
Timer = TimerComponent.Timer;
TimerComponent.Clock —> HWClock.Clock:




Sample App Configuration

sensor app

Route map router

1 I

Active Messages

D

application

N B

Serial Packet

N

packet

Radio byte

byte

h 4

clocks




Handlers versus Tasks

Idle / Running task

Se
handier . @ [ Doooommmmm ] Redio eventhandier
\_/ g task queue K—/

Command/event handlers must run to
completion

» Must not wait an indeterminate amount of time
» Only a regquest to perform some action

Tasks can perform arbitrary, long computation
» Can be interrupted by handlers
>~ Also have to be run to completion

= Preemptive multitasking not implemented




Split-Phase Operations

Controller Sensor

___Request

Blocking

———

Synchronous Operation

Controller Sensor

Request

—

Ack

Ready

Read

Data

Asynchronous Operation
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= TinyOS

> Contiki

Example implementations




Case Study: Contiki

e Multitasking OS developed by Sweadish
Institute of Computer Science (SICS)

The kernel is event driven

Processes are protothreads

> Very light weight threads

> Provide a linear, thread-like programming
model

Comes with various communication stacks:
ulP, ulPv6, Rime

Website




Problem with Multithreading

e Four threads, each with its own stack

Thread 1 Thread 2 Thread 3 Thread 4




Events Require One Stack

e Four event handlers, one stack

- —

Eventhandler 3
I




Problem with Event-based Model

Events: unstructured code flow Threads: sequential code flow

Very much like programming with GOTOs




Protothreads

e Protothreads require only one stack
e E.g, four protothreads, each with its own stack

—

Events require one sis K

Protothread &
| —
S—-- ]




Contiki Processes

e Contikiprocesses are protothreads

PROCESS THREAD (hello world process, ev, data)

{
PROCESS BEGIN() ;

printf (“Hello, woxrld'!'\n”) ;
while (1) ({
PROCESS WATIT EVENT () ;
}
PROCESS END() -

}




Contiki's Cooja Simulator

File Simulation Motes

» '
View Zoom

Speed ima

Pause Reload

Time: 00:07.737
Speed: 40.76%

File Edit \View
sage
————————
~ 00:12:74:20. ..
IPvS addresses:.
CSMA ContikiMAC
fe90::212:7417:
Tentative link-
Startang "Unica
. & - Addroscox
Timeline showing 41 motes

Evemts Motes

A~




Summary

The need to build cheap, low-energy, (small)
devices has various consequences

» Much simpler radio frontends and controllers

» Energy supply and scavenging are a premium resource
» Power management is crucial

Unique programming challenges of embedded
systems

» Concurrency without support, protection
~ De facto standard:

= Event-based programming model: TinyOS
= Multithreaded programming model: Contiki
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NETWORKING SENSORS
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e Goals of this chapter

e Controlling when to send a packet and when to listen for a packet

are perhaps the two most important operations in a wireless
network

e Especially, idly waiting wastes huge amounts ofenergy

e This chapter discusses schemes for this medium access control

that are

e Suitable to mobile and wireless networks

Emphasize energy-efficient operation



Overview

e Principal options and difficulties

e Contention-based protocols
e Schedule-based protocols

e [EEE802.15.4




Principal options and difficulties

e Medium access in wireless networks is difficult mainly
becauseof
e Impossible (or very difficult) to sende and receive at the
same time
e |nterference situation at receiver s what counts for
transmission success, but can be very different from what
sender can observe

e High error rates (for signaling packets) compound the issues

e Requirement
e Asusual: high throughput, low overhead, low error rates,...
e Additionally: energy-efficient, handle switched off devices!




Requirements for energy-efficient MAC protocols

Recall

Transmissions are costly

Receiving about asexpensive as transmitting
Idling canbe cheaper but is still expensive

Energy problems
Collisions —wasted effort when two packetscollide
Overhearing — waste effort in receiving a packet

destined for another node

Idle listening — sitting idly and trying to receive when
nobody is sending

Protocol overhead

Always nice: Low complexity solution




Main options

Wireless medium access

Schedule-
based

Contention-
based

Centraﬁzed/\

Distributed

/\

Fixed
assignment

Demand
assignment

Schedule-

based

Contention-
based

/\

Fixed

assignment

Demand

assignment




Centralized medium access

e |dea: Have a central station control when a node may
accessthe medium

e Example: Polling, centralized computation of TDMA
schedules

e Advantage: Simple, quite efficient (e.g., no collisions),
burdens the central station

e Not directly feasible for non-trivial wireless networksizes
e But: Can be quite useful when network is somehow divided
into smaller groups

e Clusters, in each cluster medium access can be
controlled centrally —compare Bluetooth piconets,
for example




Schedule-vs. contention-based MACs

e Schedule-based MAC
e A schedule exists, regulating which participant may
use which resource at which time (TDMA
component)
e Typical resource: frequency band in a given physical
space (with a given code, CDMA)

e Schedule canbe fixed or computed on demand
e Usually: mixed —difference fixed/on demand is one of
time scales

¢ Nseudbhd coliiatiimaverniesidn

- - A~ A e
~ rSIIPtY N el Iac



e Risk of colliding packets is deliberately taken

e Hope: coordination overhead canbe saved, resulting in

overall improved efficiency

e Mechanisms to handle/reduce probability/impact of

collisions required

e Usually, randomization used somehow




Overview

e Principal options and difficulties

e Contention-based protocols
e MACA
e S-MAC, T-MAC
e Preamble sampling, BMAC
e PAMAS
e Schedule-based protocols
e [EEE802.15.4




Distributed, contention-based MAC

e Basic ideas for adistributed MAC

e Al OHA—no good in most cases

e Listen before talkk (Carrier Sense Multiple Access,
CSMA) — better, but suffers from sender not knowing

what is going on at receiver, might destroy packets

despite first listening fora

I Receiver additionally needs some possibility to inform

possible senders in its vicinity about impending

transmission (to “shut them up” for this duration)






Main options to shut up senders

e Receiverinforms potential interferers while areception is
on-going
e Bysending out asignal indicating justthat
e Problem: Cannot use same channel on which actual
reception takes place
I Use separate channel for signaling
e Busytone protocol
e Receiverinforms potential interferers before areception
is on-going
e Canuse same channel
e Receiveritself needsto be informed, by sender, about
impending transmission
e Potential interferers need to be aware
information, need to storeit




Receitver informs interferers before ransmission — MACA

e SenderBasksreceiverC ,,t_’:]
whether Cis able to receivea
transmission | acies
Requestto Send (RTS) :

e Receiver Cagrees, sendsout
aClearto Send (CTS)

e Potential interferers overhear
either RISor CISand know o wane:
about impending
transmission and for how
long it willlast

MACA protocol (usede.g.in—+ |
IEEES802.11)




e RTSCTSameliorate, but do not solve hidden/exposed
terminal problems

e Example problem cases:
A

RTS




MACA Problem: Idle listening

e Needto sense carrier for RISor ClSpackets

e |In some form shared by many CSMAvariants; but e.g. not by
busy tones

Simple sleeping will break the protocol
IEEE802.11 solution: ATIM windows & sleeping

Basic idea: Nodes that have data buffered for receiverssend
traffic indicators at pre-arranged points intime

Receiversneedto wake up at these points, but can
sleep otherwise

Parameters to adjust in MACA

Random delays — how Ilong to wait between
listen/transmission attempits?®?

e Number of RISCITSACK re-trials



Sensor-MAC (S-MIAC)

e MACASs idle listening is particularly unsuitable if averagedata
rate is low

Most ofthe time, nothing happens

Idea: Switch nodes off, ensure that neighboring nodes
turn on simultaneously to allow packet exchange
(rendez-vous) Aciiva pariod

|‘ Wakeup period -+ 'I |-

Only in these active periods,
packet exchanges happen e pe,m_.
Need to alsoexchange
wakeup schedule

between neighbors

When awake’ essentia“y For SYNCH For RTS For CTS
perform RTSCTS

Use SYNCH, RTS,CTS




SMIAC synchronized islands

Nodes try to pick up schedule synchronization from
neighboring nodes
If no neighbor found, nodes pick some schedule to start
with
If additional nodes join, some node might leam about two
different schedules from different nodes

e “Synchronized islands”

Tobridge this gap, it has to follow both schemes

A A

B




TimeoutdVIAC (T-MAC)

e In S-MAC, active period
is of constant length

e Nodes stay awake
needlessly long

e |dea: Prematurely go back
to sleep mode when no
traffic has happened fora
certain time (=timeout)!
T-MACAdaptive duty cycle

e One ensuing problem:
Early sleeping

Ry ‘= am
B C D
RTs
=l &5
/\
\ May not
send
| DA~ -
\ @
R ACKk Tlmeo'ut:
el e ™ go bagk to
sleep as
nothjing
/ happé¢ned




Preamble Sampling

« Sofar: Periodic sleeping supported by some meansto synchronize
wake up of nodes to ensure rendez-vous between sender and

receiver

- Altemative option: Don’ttry to explicitly synchronize nodes
» Have receiver sleep and only periodically sample the channel
« Use long preambles to ensure that receiver staysawake to catch

actual packet

« Example: WiseMAC

« Start transmission:

= | Long preamble | Actual packet

[
Check Check Check
channel channel channel

Stay awake!

i >
Check

channel




 Combines several of the above discussedideas
» Takescareto provide practically relevant solutions

e ClearChannel Assessment

» Adapts to noise floor by sampling channel when it is assumed
to be free

 Samples are exponentially averaged, result used in gain control

e For actual assessment when sending a packet, look at five
channel samples — channel is free if even a single one of them
is significantly below noise

e Optional: random backoff if channel is found busy

« Optional: Immediate link layer acknowledgements for received
packets



B-MACII

Low Power Listening (= preamble sampling)

Uses the clear channel assessment techniques to decide
whether there is apacket arriving when node wakes up
Timeout puts node backto sleep ifno packet arrived

B-MAC does not have

Synchronization

RTSCTS

Results in simpler, leaner implementation
Clean and simple interface

Currently: Often considered asthe default WSNMAC
protocol




Power Aware Multiaccess with Signaling— PAMAS

e |dea: combine busytone with RTSCTS

» Results in detailed overhearing avoidance, does not address
idle listening

e Uses separate data and control channels

Procedure

e Node Atransmits RISon control channel, does not sense

channel

Node Breceives RIS, sends CTSon control channel if it can

receive and does not know about ongoing transmissions

Bsendsbusytone asit starts to receive data

Control channel

Time

Data channel




« Principal options and
difficulties

e Contention-based protocols

e Schedule-based protocols

e LEACH

e TRAMA

IEEE802.154



Low-Energy Adaptive Clustering Hierarchy (LEACH)

e Given: dense network of nodes, reporting to acentral sink,
each node canreach sink directly

e |dea: Group nodes into “clusters”, controlled by
clusterhead

Setup phase; details: later

About 5% of nodes become clusterhead (depends on
scenario)

Role of clusterhead isrotated to share the burden

Clusterheads advertise themselves, ordinary nodes join
CH with strongest signal

Clusterheads organize
e CDMA code for all member transmissions
e TDMA schedule to be usedwithin acluster

e |n steady state operation

ChHscollect & aggregate data from all cluster members
Report aggregated data to_sink using CDMA -



LEACH rounds

- Fixed-length round >
----------- Setup phase Steady-state phase
Time slot | Time slot Time slot | Time slot
1 2 n 1

\

Advertisement phase | Ciluster setup phase Broadcast schedule

' ) I

T Clusterheads Members
compete with compete
CSMA with CSMA

Self-election of
clusterheads




e Given: many radio channels, superframes of known length

(not necessarily in phase, but still time synchronization
required!)
e Goal: setup directional links between neighboring nodes
e Link: radio channel +time slot at both sender andreceiver

e Free of collisions atreceiver
e Channel picked randomly, slot is searched greedily until a

collision- free slot is found

e Receiverssleep and only wake up in their assignedtim

slots, once per superframe



e Case1:Node X, Yboth sofar

unconnected

e Node Xsends invitation message

e Node Yanswers, telling X
that is unconnected to any

other node

e Node Xtells Yto pick slot/frequency

for the link

e Node Ysends backthe link

specification

o Case2: Xhas some neighbors, Ynot

e Node Xwill construct link
specification and instruct Yio useit

(since Yis unattached)

e Case 3: Xno neighbors, Yhas some

X
=)

SMACS linksetup

)

| Typel (X, unconnected)

Type2(X, Y, unconnected)

e e

e |

Typed(LinkSpec)

e

Message exchanges
protected by
randomized backoif




e Nodes are synchronized
e Time divided into cycles, divided into
e Random access periods
e Scheduled accessperiods
e Nodes exchange neighborhood information
e | eaming about their two-hop neighborhood

e Using neighborhood exchange protocol: In random
access period, send small, incremental neighborhood
update information in randomly selected time slots

e Nodes exchange schedules
e Using schedule exchange protocol
e Similar to neighborhood exchange




TRAMA — adaptive election

e Given: Eachnode knows its two-hop neighborhood and
their current schedules

e How to decide which slot (in scheduled access period) a
node canuse?

Use node identifier xand globally known hashfunctionh
Fortime slott, compute priorityp =h (x© t)

Compute this priority for next k time slots for node itself
and all two- hop neighbors

Node uses those time slots for which it has the highest
priority




TRAMA — possible conflicts

e \/When does anode haveto receive?

e Easycase: one-hop neighbor has won atime slot and
announced apacket forit

e But complications exist —compare example

e VWhat doesB
believe?

e Athinks it cansend

e Bknows that D
has higher
priorityinits 2-
hop
neighborhood!

e Rules for resolving
such conflicts are

Prio 100 Prio 95 Prio 79



Comparison: TRAMA, SMAC

e Comparison between TRAMA & S-MAC

e Energysavingsin TRAMA depend on load situation

e Energysavingsin SMAC depend on duty cycle
e TRAMA (as typical for a TDMA scheme) has higher
delay but higher maximum throughput than

contention-based SMAC

e TRAMA disadvantage: substantial memory/CPU

requirements for schedule computation




e Principal options and difficulties
e Contention-based protocols
e Schedule-based protocols

e [EEE802.15.4




EEE802.154

e |[EEEstandard for low-rate VWPANapplications

e Goals:low-to-medium bit rates, moderate delayswithout
too stringent guarantee requirements, low energy
consumption

e Physicallayer
e 20 kbps over 1 channel @868-868.6 MHz
e 40 kbps over 10 channels @905 — 928 MHz
e 250 kbps over 16 channels @2.4GHz
e MAC protocol
e Single channel at anyone time

e Combines contention-based and schedule-based
schemes

e Asymmetric: nodes can assume different role




EEE802.15.4 MACoverview

e Starnetworks: devices are associated with coordinators
e Forming a PAN, identified by a PAN identifier
e Coordinator
e Bookkeeping of devices, address assignment, generate

Coordinator Device

beacons
e Taks to devicesand peer coordinators
e Beacon-mode supe me structure

o GTSassijtied o ew&‘é@'&ﬁﬂ?ﬁﬁ’qluest

Contention

Guaranjeed time
slots|(GTS)

acoess
Beacon period



Wakeup radio MAC protocols

e Simplest scheme: Send a wakeup “burst”, waking up all
neighbors Significant overhearing

e Not quite so simple scheme: Send a wakeup burst
including the receiveraddress

e Additionally: Send information about a (randomly chosen) data
channel, CDMA code, ...in the wakeup burst

e \arious variations on these schemes in the literature,
various further problems

e One problem: 2-hop neighborhood on wakeup channel might
be different from 2-hop neighborhood on datachannel

e Not trivial toguarantee unique addresseson both channels



Further protocols

e MAC protocols for ad hoc/sensor networks is one the most

active research fields

e Tons of additional protocols in theliterature

e Examples: STEM, mediation device protocol, many CSMA
variants with different timing optimizations, protocols for
multi-hop reservations (QoS for MANET), protocols for

multiple radio channels, ...

e Additional problems, e.g., reliable multicast

e This chapter has barely scratchedthe




Geographic Routing

Make use of location informationin routing

__4




— Each node knows of its own location.
— outdoor positioning device:
- GPS: global positioning system

accuracy: in about 5 to 50 meters

0

— indoor positioning device:

= Infrared

- short-distance radio

— The destination’s location is also known.




LAR: Location-Aided Routing

Location-Aided Routing (LAR)in mobile ad hoc networks

Young-Bae Koand Nitin H. Vaidya
Texas A&M University

Wireless Networks 6 (2000) 307—-321




Basic I[dea of LAR

- All packets carry sender’s currentlocation.

— This info enables hodesto leam of each other’s location.




Basic ldea of LAR(cont.)

- Same as DSR, except that if the destination’s location s
known, the ROUTE_REQ is only flooded over the “route
searchzone.”

\ /___'____. Expected zone of D

Route search zone




ADistance Routing EffectAlgorithm for Mobility
(DREAM)

S. Basagnil. Chlamtac, V.R. Syrotiuk, B.A. Woodward
The University of Texasat Dallas

Mobicom’98




Basic Idea of DREAM

— Dissemination of location information:

— Eachnode periodically advertises its location (and
movement information) byflooding.

— This way, hodes have knowledge of one another’s
location.




Basicldea of DREAM

Data Packetcarmries Dsand S's locations.
Forwarded toward only a certaindirection.

Expected zone of D




GRID Routing

[

“GRID: AFully Location-Aware Routing Protocol for Mobile
AdHoc Networks™

Wen-Hwa Liao, Yu-Chee Tseng, JangPing Sheu
NCTU
Telecommunication Systems, 2001.




Basic ldea of GRID Routing

- Partitionthe physical areainto dx dsquares called grids.

o.2la, 2] -

O, D] (D] ED




Protocol Overview

In each grid, a leaderis elected, called gateway.
Responsibility of gateways:

— forward route discovery packets

— propagate data packets to neighbor grids
— maintain routes which passes the grid
Routing is performed in a grid-by-grid manner.




Route Search Range Options
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Strength of Grid Routing




Gateway Election ina Grid

[

Any “leader election” protocol in distributed computing can
be used.

Multiple leaders in a grid are acceptable.

Preference in electinga gateway:

— near the physical center of the grid
- likely to remainin the grid for longer time

— once elected, a gateway remains so until leaving the
grid




Taxonomy of Geographic Routing Algorithims

—  Three major components of geographic routing:
— Location services (dissemination of location
information)
-~ Nexttopic
— Forwarding strategies
— Recovery schemes

— Alsocalled position-based routing
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TOPOLOGY CONTROL

How to set the radio range for each node to use minimize energy ,while still
ensunng that the communication graph of the nodes remains connected and
saftisfies other desirable communication properties.

> Simple case :all nodes must use the same fransmission range

The critical transmitting range (CIR) problem define:
> Simple case : All nodes ignore all effects of interference or multi-path and

use the same transmission range ,, This homogeneous topology

»control setting: how to compute the minimum common transmitting range
r suchthat the network is connected




CLUSTERING

» Clustenng allows hierarchical structures to be built on the nodes and enables

more efficient use of scare resources ,such as frequency spectrum ,bandwidth
and power.

Advantages of clustering:

» Frequency dmvsion multiplexing can be reused across non-overiapping cluster

» Clustenng allows the health of the network to be monitored and misbehaving
node to be identified (waichdog roles in some nodes)

» Network can be compnsed of mixiures nodes ,including more powerful or have

special capability.




CLUSTERING

Cluster Head: A node declares itself a cluster-head if it has a higher ID than all
its uncovered neighbors-neighbors that have not been already claimed by
another cluster-head

»Each node nominates as a cluster-head the highest ID node it can
communicate with (including itself) Nominated nodes then form clusters with

their nominators.
Tme Synchronization: Since the nodes In a sensor network operate
independently .their clock may not be, or stay synchronization with one

another. This can cause difficulties when trying to integrate and interpret

information sensed at different nodes.




TIME SYNCHRONIZATION

Need for time synchronization:
» Configuring a beam-forming ammay Seting a TDMA radio schedule
»39ymchronizadion s need for time-of-flight measurements that are then

transformed into distances by multiplying with the medium propagdaion
speed for the type of signal used (radio frequency or ulirasonic)

> Time Synchronization is difficult in sensor network , No special master clocks
are available, connections are ephemeral, communication delays are

inconsistent and unpredictable.




LOCAILFATION AND LOCAILFATION SERMCES

> Localizationis a processto compute the locations of wireless devices in a
network
» WSN Composed of a large number of inexpensive nodes that are densely

deployed in aregion of interests to measure certain phenomenon.
» The primary objective isto determine the location of the target
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LOCAILFATION ANDLOCALFATION SERMCES

Distance /Angle Estimation: The distance edimation phase involves
measurement techniques to estimate the relative distance between the nodes.

Position Computation: It consists of algorithms to calculate the coordinates of
the unknown node with respect to the known anchor node or other neighboring

nodes.

Localization Algorithm: Manipulating Available information in orderto localize

other nodes inwsn.
GPS:We needto determine the physical coordinates of agroup of sensor nodes in

awireless sensor network (VWWSN).
Due to application context and massive scale, use of GPSis unrealistic
sensors need to self-organize a coordinate system.




> Expensie
» FPSsatellite signals are weak (when compared to, say, cellular phone signals), so it

doesn't work as well indoors, underwater, under frees, eic.

» The highest accuracy requires line-of-sight from the recener tothe satellite, this is
why GPSdoesn't work very well inanurban environment

» The US DoD (dept of defense) can, at any given time, deny users use of the system
(i.e.they degrade/shut down the satellites)




LOCALFATION TAXONOMY

Localization in

network

Target/source

localization

Node self-
localization

Single-target
localization
in WSN

target
localization
in WSN

Single-target
localization
in WBSN

ultiple-
target

localization

in WBSN




Target/Source Localization

1- Target/Source Localization: Most of the source localization methods are
focused on the measured signal strength.

~ o obtain the measurements, the node needs complex calculating process.
» The recenved signal strength of single target/source localization in VWSNduring
time intervalt:

S(t)

yi(t) = gim

+ (1), (1)
where g; represents the gain factor of the ith sensor. We
assume that g; = 1. S(7) is the signal energy at 1 meter away.
And dix is the Euclidean distance between the 7ith sensor and
the source. In addition 7z; is the measurement noise modeled

as zero mean white Gaussian with variance o7, namely, 7; —
2>
N (O, o7).




Target/Source Localization

» The recenved signal strength of multiple target/source localization in VWSN
during time intervalt:

K

Si(t)
i(t) = gi = +-&(L)> 2
yi(t) g,éd.-k(t) i(t) (2)

where di(t) is the distance between the ith sensor and the
kth source. K is the number of the sources. g; is the gain of
ith sensor. g;(t) is random variable with mean y; and variance

o7 . Sk(t) is the signal energy at 1 meter away for kth source.
« is the attenuation exponent.




Target/Source Localization

» The Above methods require transmission of alarge amount of data from
sensors which may not be feasible under communication constraints.

> The binary sensors sense signals ( infrared, acoustic, light, etc. ) from their
vicinity, and they only become active by transmitting a signal if the strength of
the sensed signal 1s above acertain threshold.

> The binary sensor only makes a binary decision (detection or non-detection)
regarding the measurement.

» Consequentlty, only its ID needs to be sent to the fusion center when it
detects the target. Otherwise, it remains silent.

» S0, the binary sensor is alow-power and bandwidth-efficient solution for
VVSNL




NODE SELF1 OCALFATION

Range-based Localization: uses the measured distance/angle to estimate the
indoor location using geometirnic prnnciples.

Range-free Localization: uses the connectivity or pattern matching method
to estimate the location. Distances are not measured directly but hop counts
are used. Once hop counts are determined, distances between nodes are
estimated using an average distance per hop and then geometric principles are
used to compute location.

Range-based
localization

N
TOA ) (TDOA) ( RSSI )




RANGE BASEDLOCAILFFATION

» Time of arrival: (TOA): It's amethod that tries to estimate distance
between 2 nodes using time based measures.

» Accurate but needs synchronization

Transmitter Receiver

Time

W

Distance



RANGE BASEDLOCAILFFATION

Received Signal Strength Indicator: (RSSI) Techniques to translate signal
strength into distance
» Low cost but very sensitive to noise

—

Communication range




RANGE BASEDLOCAILFFATION

Angle Of Arrival: (AOA) It's amethod that alows each sensor to evaluate the
relative angles between recened radio signals.

» Cosilly and needs extensive signal processing.
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RANGE BASEDLOCAILFFATION

Time Difference Of Arrival: (TDOA)
It's amethod for determining the distance between amobile station and a
nearby synchronized base station. (Like AT&T)

No synchronization needed but costly.




RANGING TECHNIQUES

»Ranging methods aim at estimating the distance of a receiver to a
transmitter The first way Use RSS (received signal strength) along with for
signal strength as a function of distance to estimate its distance from
sender to recener .

» Localization to within afew meters is the best that can currently be
attained with RSSmethod

RSSmethod con's:

» The distance to estimate not very accurate

» fading

» Shadowing

» Multi-path effect

» Not wel-FRF component




RANGEFREE LOCALFATION

» DV-Hop is the typical representation

~ It doesn’t need to measure the absolute distance between the beacon node
and unknown node. It uses the average hop distance to approximate the

actual distances and reduces the hardware requirements.
Adv:Easyto implement and applicable to large network.

Disadv: The positioning erroris comrespondingly increased.




DV-HOP

It i1s divided into 3stages:

1. Information broadcast

2. Distance calculation

3. Posiion estimation

Information broadcast: It includes hop count and is initialized to zero for their
neighbors.

» The recener records the minimal hop of each beacon nodes and ignores the
larger hop for the same beacon nodes.

» The recener increases the hop count by 1 and transmits it to neighbor nodes.
» All the nodes in anetwork can record the minimal hop counts of each




DV-HOP

Distance calculation:
» According to the position of the beacon node and hop count, eachbeacon
node uses the following equation to estimate the actual distance of every hop

B ey e
HopSize; = S il >

where (x;, y;) and (xj, y;) are the coordinates of beacon
nodes i and j, respectively. h; is the hop count between
the beacon nodes. Then, beacon nodes will calculate the




Position estimation: The beacon node will calculate the average
distance and broadcast the information to network.

» The unknown nodes only record the first average distance and then
transmit it to neighbor nodes.
> The unknown node calculates its locationthrough.

» Anchors flood network with own position flood network with avg hop
distance.

» Nodes count number of hops to anchors multiply with avg hop distance

= A-B: 1S




TASK-DRIVEN SENSING

»To efficiently and optimally utilize scarce resources(e.g., limited on-
board battery and Ilimited communication bandwidth) In a sensor
network, sensor nodes must carefully tasked and controlled to camry out
the required set of tasks.

~ Autility-cost-based approach to distributed sensor network
management is to address the balance between utilityand resource costs.
> Utility —the total utility ofthe data

» Cod—power supply, communication bandwidth




TASK-DRIVEN SENSING

» Asensor may take on a particular role depending on the application task
requirement and resource availability such asnode power levels.
Example:

» Nodes, denoted by SR may participate in both sensing and routing.

» Nodes, denoted by S may perform sensing only and transmit their data

to othernodes.
»Nodes, denoted by R may decide to act only a routing nodes,

especially if their energy reserved is limited.
» Nodes, denoted by |, may be in idle or sleep mode, to preserve energy.




Idle node

Sensing node

TO=TO+AT




GENERIC MODEL OF UTILITY AND COST

Utility: V\e can define a utility function that assigns a scalar value, or
utility, to each data reading of a sensing node. _he maximum utility
over aperiod of time is
Max EZGU'(i,t)
t 10
where 1 iIs sensor index and the set of nodes performing a sensing
operation attime t as Vs(i).




GENERIC MODEL OF UTILITY AND COST

Jheconstraintisdefined as

222G + 2 2 C+CH+ X D C, = Coprm

t Ve(t) t V. (t) t Va.(t)

recemng nodes as Vr(t).

» More nodes are added, the benefit often becomes less and less
significant

Number of nodes participating



GENERIC MODEL OF UTILITY AND COST

Cost: ,,

We can assigned a cost to each sensor operation.
JBanple:

Csthe cost of a sensing operation

Cathe cost of data aggregation
Ctthe cost of data transmission

Cr:the cost of data reception




INFORMA TION-BASED SENSOR TASKING

» Information-based sensor tasking is how to dynamically query sensors
that information utility is maximized while minimizing communication and
resource usage.

» For a localization or tracking problem, a belief refers to the knowledge
about the target state such as position and velocity.

> This belief is represented as a probability distribution over the state space
in the probabilistic framework
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The estimation uncertainty can be effectively approximated by a
Gaussian distribution, illustrated by uncertainty ellipsoids in the state
space.

Sensor b would provide better information than a because sensor b lies
close to the longer axis of the uncertainty ellipsoid and its range

constraint would intersect this longer axistransversely.

Scenano: Localizing a Stationary Source
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Joint Routingand Information Aggregation

Our primary purpose is to collect and aggregate information. JDSQ just
only provide us with a method to obtain max. incremental information
gain. Ths section outlines some techniques to dynamically determine the

optimal routing path.

Routing from a query proxy to the high activity region and




Joint Routingand Information Aggregation

The ellipses represent iso-contours of an information field. The goal of routing
Is to maximally aggregate information. _Ths differs from routing In

communication networks where the destination is often known a priori to the
sender.
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Joint Routingand Information Aggregation

The routing hasto maximize information gain along the path.

Apath toward the high information region may be more preferable than the
shortest path

Individual sensors direct and guide the query by

maximizing the objective
function J.

JThelocal decisions can be based on 4 differentcriteria.

J(p(x|{zi e {Zj }))
=y -#loldiz. )0 © 2, ) - = )w(z)




Joint Routingand Information Aggregation

»each current sensork evaluate the objective function J and pick the

sensor jthat maxmizes the objective function.
> (Jis the position of the node .

j = arg mj;ax(J(g“j )),\7’] #= k
» Choosethe next routing sensor in the direction of the gradient of the

objective function,™VVJ .
> Oasthe position of the current routing node.

o)t wle, —2, )]

J

J = arg max
[ o711 N, — <l




shutterstock.com + 1153070891



Dr.P.Venkatesan

Associate professor/ECE
SCSVMYV University



UNIT-V
SENSOR NETWORK PLATFORM AND TOOLS




Sensor node hardware

» Sensornode hardware can be grouped into three categories
~ Augmented general-purpose computers
~ Dedicated embedded sensornodes
-~ System-on-chip (SoC)




Augmented generalpurpose computers

» Off-the-shelf operating systems such as VMnCE, Linux and with
standard wireless communication protocols such as 802.11 or
Bluetooth.

~ Relatively higher processing capability

~ More power hungry

» Fully supported popular programming languages
~ Bx PDAs




Dedicated embedded sensor nodes

~ In order to keep the program footprint small to
accommodate their small memory size, programmers of

these platforms are given full access to hardware but
barely any operating systemsupport.

~ Typically support at least one programming language,
such asC.

> BExX mica, TnyOS, nesC




System-on-chip (SoC)

» Build extremely low power and small footprint sensor
nodes that still provide certain sensing, computation,

and communication capabilities.

» Currently in the research pipeline with no

predefined instruction set, there is no software

platform support available.
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Sensor Network Programming Challenges

~ Event-driven execution allows the system to fall into low-
power sleep mode when no interesting events need to be

processed.

> At the extreme, embedded operating systems tend to expose
more hardware controls to the programmers, who now have to
directly face device drivers and scheduling algorithms, and

optimize code at the assembly level.




Node-level softiware platforms

~ Node-centric design methodologies: Programmers
think in terms of how a node should behave in the

environment.

~ A node-level platform can be a node-centric OS, which
provides hardware and networking abstractions of a

sensor node to programmers.




Node-level softiware platforms

TinyOS

~ No file system

~ Static memory allocation: analyzable, reduce memory
management overhead

~ Only parts of O& are compiled with the

application




Node-level software platforms

TinyoS

» Aprogram executed in TnyOS has two contexts,
tasks and events.

~ Tasks are posted by components to a task
scheduler. Without preempting or being
preempted by othertasks

~ Triggered events can be preempted by other
events and preempt tasks




Node-level softiware platforms

~ Split-phase operation
> Command send() € eventsendDone()

~ Avoid blocking the entire system
~ Not accepting another packet Until sendDone() is

called, avoid race condition




Node-level software platforms

Imperative Language: nesC

> nesC is an extension of Cto support thedesign of TnyOS.

> Acomponent has an interface specification andan
implementation.

~ Acomponent specification is independent ofthe

component implementation.

~ Aprovides interface is a set of method calls exposed to

the upper layers.




Node-level softiware platforms

nesC
~ An event call is a method call from a lower |ayer

component to a higher layer component. (signal)

~ Acommand is the opposite. (call)

~ A component may use or provide the same

interface multiple times. Give each interface

instance a separate name using asnotation.




Node-level software platforms

nesC— component implementation

> There are two types of components in nesC, depending
on how they are implemented: modules and

configurations.

> Modules are implemented by application code.

» Configurations are implemented by connecting interfaces of

existing components.

~ A.a=B.a,the interface aof Ais the interface aofB

~ A.a->B.a,interface is hidden from upper



Node-level software platforms
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Figure 7.9 The Timere configusation implementod by conmnecting Tiser with sClock



Node-level softiware platforms

nesC
> An application must contain the Main module  \which
links the code tothe scheduler at run time.

> The Main has a single StdControl interface, which is

the ultimate source ofinitialization of all components.




Node-level softiware platforms

nesC—concurency and atomicity

-~

Akeyword atomic to indicate that the execution of ablock of
statements should not be preempted.

Method calls are not allowed in atomic block.

Ashared vanable xis outside of an atomic statement isa

compile-time emor.

A norace declaration of the vanable can prevent the compiler
from checking the racecondition on that vanable.




Node-level software platforms

nesC—concurency and atomicity

Figure 7.11 A section of the (mplonuntation of SensedAndSans
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Node-level software platforms

Dataflow-style language: TnyGALS

~ Dataflow languages are intuitive for  expressing
computation on interrelated data uynits by specifying
data dependencies among them.

~ A data flow program has a set of processing units

called actors.

» Actors have ports to receive and produce data.




Node-level software platforms

TirmerStart |

TirmerActor

ZeroFire PhotoSense
Send | Comm_input
Onefire TempSense Comm

Figure 7.14 Triggering, sensing, and sending actors of the FieldMonitor in TinyGALS.

Figure 7.15 Implementation of the FieldMonitor in TinyGALS.



Node-Level Simulators

Node-Level Simulators

» Forengineer to perform performance study, which in
terms of

- Power
-~ Bandwidth
> Ec




Node-Level Simulators

Node-Level Simulators
» Simulators are consisted by the following models

~ Sensornode model
~ Communication model
-~ Physical environment model

-~ Statistics and visualization




Node-Level Simulators

Time concept

» A sensor network simulator simulates the behavior of
sensor network with respect to time

~ In which, time may advance in differ ways: cycle-
driven or discrete-event.




Node-Level Simulators

Cycle-driven simulation
~ A cycle-driven (CD) discretizz the continuous reg|

time into ticks

~ Simulator computes phenomenon at each tick. Like:

physical environment, sensing data, communication
data, etc.

> Communication by RF is assumed to be
finished in atick.




Node-Level Simulators

» CDsimulators are easy to implement and use

~ Most CD simulators issue are detecting and dealing
cycle dependencies among nodes (ex: RF) or
algorithms (ex: Thread).




Node-Level Simulators

Discrete-event simulation
~ Discrete-event (DE) simulator assumes the time is

continuous.

~ Usually use a Global event queue to store events.
~ All events are stored chronologically in the Gobal

event queue.




Node-Level Simulators

Example figure

- Sending a big file(1MB), 0.1MB/s max.
- CD

Auasaa:

| OB B R I |




Node-Level Simulators

Comparison
» DE simulators are considered asbetterthan CD
simulators, because they are more actual. But they're

more complex to design and implement.

» Most popular sensor network simulators are
DE simulators, like TOSSIM and NS2.




Node-Level Simulators

Ns2 + Sensor network

~ Ns2 was meant to be wired network simulator, so
extensions are being made for wireless (802.11,TDMA)

and sensor networks.




Node-Level Simulators

Protocol supported:
> 802.3

> 802.11
~ TDMA
~ Ad hoc routing

~ Sensornetwork routing




State-Centric Programming

> Applications that isn’t just simply generic distributed

programs over an ad hoc network. We have to centralize
data into nodes.

~ EX:targettracking.




State-Centric Programming

-~ X state of asystem

~ U: inputs

~ Y-outputs

~ K update index

~ F:state update function

~ G output observation function




State-Centric Programming

= X1 =F( Xk, Uk)

> Yi=G(X«,Uk)

» In state-centric programming, Xand Kcome
from many nodes. Somany issue are

discussed.




State-Centric Programming

> \Where are the state varsstored?
> Where do the inputs com from?

» Where do the outputs go?
> Where are the functions fand g

evaluated?

» How long does the acquisition ofinputs
take?




State-Centric Programming

Collaboration Group

» Which is aset of entities to update data.
» Protocol example:

~ Geographically constrained group

~ N-hop neighborhood group

~ Publish/Subscribe group

-~ Acquaintance group

~ Mixing




State-Centric Programming

Geographically constrained group
~ Since some phenomenon will be sensedin a grea, GCGis

useful.

~ By broadcasting from one specific sensor, those have heard

the packet will become the same group.




State-Centric Programming

N-hop neighbourhood group

» An anchor sets the hop limit and broadcasting it. Those
who heard and is under the limit will become the same
group.

> 0O-hop: itself

> 1-hop: neighbors one hop away




State-Centric Programming

Publsh/Subscribe group

> Dynamically defined by the requirement
» Only those have interested data will become the

same group.




State-Centric Programming

Acquaintance group

~ More dynamically, nodes will be invited to join  agroup. They

can also quit.

~ Group leader is selected beforehand, uses a ad hoc routing
method to retrieve data from other nodes, then decide which

one toinvite.
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